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Kurzfassung

In den letzten Jahren ist die Zahl der Markenanmeldungen im europäischen Raum
kontinuierlich gestiegen. Um die Markenüberwachung für Markeninhaber oder die Mar-
kenrecherche für Antragsteller zu erleichtern, braucht es ein zuverlässiges Instrument zur
Vorhersage von Verwechslungsgefahr gemäß Artikel 8 Absatz 1 UMV. Dies setzt voraus,
dass nicht nur die Marken, sondern auch die entsprechenden Waren und Dienstleistun-
gen, im Rahmen eines beweglichen Systems ähnlich sind. Derzeitige Systeme, die dem
Vergleich von Marken dienen, sind für diese Vorhersage unzureichend, da diese oft nur
den Markennamen berücksichtigen.

Aus diesem Grund wird in dieser Arbeit das Konzept eines Trademark-Management-
Systems, TrademarkML, vorgestellt. Dieses soll die Markenüberwachung und Markenre-
cherche durch automatisierte Vorhersagen erleichtern.

Um diese Vorhersagen zu treffen, werden lege artis Methoden zur Extraktion von Merk-
malen und zur Berechnung der Ähnlichkeit von Marken eingesetzt. Ein erschöpfender
Vergleich zwischen der Brauchbarkeit dieser Merkmale wird im Rahmen dieser Arbeit
durchgeführt, indem Random Forests und Support Vector Machines auf allen möglichen
Merkmalskombinationen optimiert werden.

Durch diese Methode erreicht TrademarkML einen F1-score von 88% für Wortmarken
und 81% für Bildmarken, einen Recall von 98% für Wortmarken und 84% für Bildmarken
und eine Precision von 80% für Wortmarken und 77% für Bildmarken. Die Vorhersagen
für Wortmarken erreichen im Durchschnitt einen um 6.8% höheren Wert für jede Metrik.

Keines der optimierten Modelle nutzt das Merkmal, das angibt, wie ähnlich sich die
Waren und Dienstleistungen von zwei Marken sind. Daher ist TrademarkML nicht in der
Lage, den Ausgang von teilweise zurückgewiesenen Widersprüchen korrekt vorherzusagen.
Ein größerer Datensatz und weitere Methoden zur Extraktion von Merkmalen sind daher
nötig, um dieses Problem zu bewältigen.
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Abstract

Over the past years, the number of trademark application has risen continuously. To make
it easier for trademark owners to protect their trademarks’ territory and for trademark
applicants to know if their trademark is likely to be refused, an automated and reliable
tool is needed to compare two trademarks and their respective goods and services. Most
of the existing services offering a similarity search just consider the spelling of the
trademarks names, which is insufficient to assess likelihood of confusion.

For this reason, this thesis introduces the concept of a trademark management system,
TrademarkML. TrademarkML faciliates tasks like trademark monitoring and searching
for conflicting trademarks by automatically classifying trademark pairs.

TrademarkML employs state-of-the-art methods for extracting meaningful features for
the comparison of trademarks in various aspects. Exhaustive feature selection is then
used to tune random forests and support vector machines to all feature combinations.

TrademarkML achieves an F1-score of 88% for word marks and 81% for figurative marks,
a recall of 98% for word marks and 84% for figurative marks, and a precision of 80% for
word marks and 77% for figurative marks. Overall, TrademarkML performs better on
word mark data by 6.8% on average for each metric.

None of the top-performing models uses a feature for measuring the similarity of goods
and services. This makes it impossible to correctly predict partially upheld oppositions.
A larger dataset and more meaningful features are required to overcome this issue.
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CHAPTER 1
Introduction

1.1 Motivation and Problem Statement

Trademarks are a type of intellectual property that refers to recognizable symbols that
identify and set apart goods and services from different origins. They act as indicators of
origin for goods and services. To serve their purpose, trademarks must be distinguishable.
Therefore, Article 8(1) EUTMR enables the proprietor of an earlier right to oppose the
registration of later trademark applications in cases of likelihood of confusion and double
identity.

Figure 1.1: Number of EUTM Applications per Year [42, p 5]
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1. Introduction

The European Union Intellectual Property Office (EUIPO), formerly known as Office for
Harmonization in the Internal Market (OHIM), does not assess likelihood of confusion
eo ipso. Instead, the proprietor of the earlier right has to file an opposition against
the applicant of the new trademark within a period of three months following the
publication of the application in the so-called European Union Trade Marks Bulletin [44,
p 734]. This leads to legal uncertainty for the applicant, as they cannot be sure whether
their registration will succeed or not. Furthermore, trademark owners are confronted
with constantly rising numbers of trademark applications, as can be seen in figure 1.1,
which makes it more and more uneconomical to manually check for potential trademark
infringement.

To make it easier for trademark owners to protect their trademark’s territory and for
trademark applicants to know if their trademark is likely to be refused, an automated and
reliable tool is needed to compare two trademarks and their respective goods and services.
Most of the existing services offering a similarity search just consider the spelling of the
trademarks’ names, which is insufficient to assess likelihood of confusion.

The goal of this thesis is to provide a machine-learning pipeline, TrademarkML, that
allows to predict the likelihood of confusion for two word trademarks or two figurative
trademarks. This makes it possible to automatically process a large set of trademarks like
the ones found in the European Union Trade Marks Bulletin or the European trademark
database [40].

1.2 Research Questions
This diploma thesis aims to answer the following questions:

1. What features relevant to the evaluation of likelihood of confusion under
Article 8(1) EUTMR can be computed from an opposition case?
This question aims to identify ways to compute meaningful features for the assess-
ment of the likelihood of confusion. Features to be computed are mainly similarity
scores that are derived from so-called similarity factors. In order to identify these
features, existing literature is studied.

2. Which prediction performance is achieved by TrademarkML?
Within the context of this question a machine-learning pipeline with several config-
urations is developed and evaluated. Answering this question also includes selecting
features identified in RQ1. The evaluation is performed against data taken from
previous opposition cases.

2



1.3. Methodology

1.3 Methodology
In order to answer the research questions defined above, the following steps are carried
out:

1. Legal Analysis: In this step, legal provisions, opposition decisions by the EUIPO,
examination guidelines by the EUIPO, and court decisions by the Court of Justice
of the European Union (CJEU) are analyzed. The main goal is not to look at each
single instance of case law but rather to quantify rulings and to identify factors that
are relevant for the outcome of an opposition case based on Article 8(1) EUTMR.

2. Systematic Literature Review: A systematic literature review is performed
following the guidelines developed by Kitchenham and Charters [81]. The literature
review serves as theoretical foundation of the implementation. The goal is to find
methods to extract features that simulate the factors identified in the legal analysis.
The protocol for this review can be found in appendix 9.

3. Dataset Creation: Since previous EUIPO opposition decisions are unstructured
data that cannot be used out of the box, it is necessary to manually create a subset
of data to automatically process it. For this reason, instances from the trademark
case law database [39] as of 25 August 2023 are used. The dataset consists of 500
opposition cases. It is balanced and consists of 250 cases dealing with word marks
and 250 cases dealing with figurative marks. For each of these types of marks, the
class label must also be balanced. Cases must have the following characteristics to
be included in the dataset:

• Both trademarks must have a name.
• Both trademarks must be of the same type.
• The decision must be based on the assessment of likelihood of confusion or

double identity.
• The decision must be in English.
• The decision must only consider two trademarks.
• The application must be admissible.
• For figurative marks, images for both marks must be available.

4. Implementation: In this step, the prediction module of the trademark man-
agement system, TrademarkML, is created. This is done using the theoretical
knowledge and state-of-the-art methods found in the literature review. For prob-
lems that have not yet been addressed by the literature, novel approaches are
developed and current state-of-the-art methods are adapted to the use case of this
thesis. The goal is to create a pipeline that allows for extensive evaluation by
accepting different configurations.
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1. Introduction

5. Evaluation: As a last step, the pipeline is tested with different configurations.
The models performance is evaluated and used for a qualitative and quantitative
analysis. Since ground truth is available for each case, the model is solely tested
against the ground truth. Lastly, potential limitations and biases are investigated
and discussed. The evaluation includes inter alia recall, precision, and accuracy.

4



CHAPTER 2
Legal Analysis

In this chapter, relevant factors for examining the likelihood of confusion are identified.
This is done by investigating legal foundations, guidelines for examination, and previous
opposition decisions.

2.1 Legal Foundations

Trademark law is part of intellectual property law and deals with the rights and obligations
of trademark owners, the requirements and limitations for trademarks, and the procedures
in the context of trademark law. The scope of this thesis is European trademark law, which
is part of European intellectual property law. In contrast to each member state’s national
trademark law, European trademark law offers extensive protection for a trademark in
all current and future European Union (EU) member states [41]. Relevant legal texts
concerning European trademark law and its procedures are the EUTMR, the EUTMDR,
and the EUTMIR [45]. Furthermore, the Paris Convention contains important provisions
for industrial property that also have to be considered in Euopean trademark law [44, p
781].

The EUTMR came into effect on the first of October 2017. The main changes were the
introduction of EU certification marks and the elimination of the requirement of graphical
representation for trademarks [47, p 6]. The EUTMDR contains rules for procedures
related to European Union trademarks and the EUTMIR covers details to the procedure,
like the contents of EUTM applications [47, p 6].

Article 8 EUTMR lists the so-called relative grounds for refusal. Relative grounds for
refusal are only examined upon opposition and are not, in contrast to absolute grounds
for refusal, examined ex officio. Both likelihood of confusion and double identity are
relative grounds for refusal and defined in Article 8(1) EUTMR.
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2. Legal Analysis

Article 2 EUTMR provides for an institution which is responsible for the implementation
of European trademark law. The EUIPO, often referred to as “the office”, existed already
before the EUTMR came into effect, but was formerly known as OHIM. According
to recital 2 of Regulation (EU) 2015/2424 its name was changed due to the Lisbon
Treaty coming into effect. The EUIPO carries out legal and administrative procedures
required for implementing European trademark law and law concerning community
designs autonomously. Therefore, it is also responsible for the assessment of likelihood of
confusion. The guidelines for examination used by the EUIPO [44] are the main source
of information for finding relevant factors that determine likelihood of confusion.

2.2 Concept of Trademarks

The legal definition of a trademark depends on the respective legal system. As this thesis
is written in the context of European intellectual property law, only the definition for
European Union Trademarks (EUTMs) is relevant.

The legal definition of EUTMs can be found in Article 4 EUTMR.

Article 4 EUTMR

An EU trade mark may consist of any signs, in particular words, including
personal names, or designs, letters, numerals, colours, the shape of goods or
of the packaging of goods, or sounds, provided that such signs are capable of:

(a) distinguishing the goods or services of one undertaking from those of other
undertakings; and

(b) being represented on the Register of European Union trade marks (the
Register), in a manner which enables the competent authorities and the public
to determine the clear and precise subject matter of the protection afforded
to its proprietor.

2.2.1 Types

The use of the words “in particular” implies that the list of Article 4 EUTMR is not
exhaustive, meaning that the scope of trademarks is not limited to the signs explicitly
mentioned. This broad definition allows for various types of trademark, like word marks,
figurative marks, figurative marks containing word elements, shape marks, shape marks
containing word elements, position marks, pattern marks, single color marks, color
combination marks, sound marks, motion marks, multimedia marks and hologram marks.

One question that arises from this definition is if olfactory marks can be trademarks
under European trademark law. CTM 000428870 is the only olfactory mark that has
ever existed in the EUTM database [40]. This mark, however, expired in 2006. In

6



2.2. Concept of Trademarks

Type Absolute
#Trademarks

Relative
#Trademarks

Absolute
#Oppositions

Relative
#Oppositions

Word 1.517.714 57.094% 58.260 57.746%
Figurative 1.124.922 42.318% 42.009 41.638%
3D Shape 11.885 0.447% 144 0.142%
Other 1205 0.045% 447 0.443%
Color 1126 0.042% 26 0.025%
Sound 477 0.018% 0 0%
Position 422 0.015% 3 0.0003%
Motion 216 0.008% 0 0%
Pattern 186 0.007% 1 0.0099%
Multimedia 90 0.003% 0 0%
Hologram 13 0.000% 0 0%
Olfactory 0 0.000% 0 0%

Table 2.1: Number of Trademarks and Opposition Cases per Type according to [39] and
[40] as of 25 August 2023

its judgements1, the CJEU clarified that olfactory marks cannot be trademarks under
European trademark law as olfactory marks cannot be represented in a way to comply
with Article 4(b) EUTMR.

The only types relevant to this thesis are word marks, figurative marks and figurative
marks containing word elements, as they make up the vast majority of trademarks as
can be seen in table 2.1. Not only are more than 99% of the trademarks of type word or
figurative, but also 98% of all oppositions are based on these two types of trademarks.

Word Marks

Article 3(3)(a) EUTMIR defines word marks as marks that consist exclusively of words,
letters, numerals, or other standard typographic characters or a combination thereof. In
other words, word marks are marks that can be represented solely as text. Word marks
do not have any color or additional graphical features.

The examples in table 2.2 demonstrate that word marks are restricted to the textual
representation. However, within that textual form, there is no restriction to the marks’
syntax.

1Judgement of 12 December 2002, C-273/00, Ralf Sieckmann v Deutsches Patent- und Markenamt,
EU:C:2002:748 and Judgement of 27 October 2005, T-305/04, Eden SARL v European Union Intellectual
Property Office, EU:T:2005:380.
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2. Legal Analysis

Trademark ID Mark
EUTM 002288355 adidas
EUTM 002890218 SPACEX
IR W01214710 #tag
EUTM 018814133 Thanks milk. We’ll take it from here.

Table 2.2: Examples of Word Marks

Figurative Marks

In contrast to word marks, Article 3(3)(b) EUTMIR defines figurative marks as marks
that contain additional graphical features or nonstandard characters. European law does
not differentiate between figurative marks and combined marks. A combined mark is
therefore just a special case of figurative mark that contains verbal elements. In table
2.3, all marks except for EUTM 000002337 are combined marks.

Trademark ID Mark

EUTM 000001157

EUTM 000002337

EUTM 000053819

EUTM 000071142

Table 2.3: Examples of Figurative Marks

2.2.2 Geographical Scope of Protection

The scope of protection depends on the system under which a trademark is registered.
There are national, regional, EU-wide, and international systems [43]. A EUTM is a
trademark registered in the regional trademark system of the EU. This system is grounded
on the EUTMR. According to recital 7 EUTMR, the EUTM-system is built on top of the
laws of the member states, meaning that each member state still has their own national
trademark system. However, the unitary EUTM-system is the only trademark system
that provides protection for the entire territory of the EU [56, p 220 f]. National level
trademarks are useful if a protection at EU-level is not wanted or required [43].

8



2.2. Concept of Trademarks

2.2.3 Grounds for Refusal

According to recital 11 EUTMR, the main purpose of trademarks is to indicate the origin
of a good or service. However, not every sign is recognized as a valid trademark by
European trademark law. In order to be registrable, a mark must not fail on relative nor
absolute grounds for refusal. While absolute grounds of refusal are to be examined upon
application, relative grounds of refusal require a preceding admissible opposition filed
by the proprietor of an earlier trademark or other form of trade sign [44, p 736]. The
goal of this section is to provide an overview of grounds for refusal, since they provide a
negative definition for registered trademarks.

Absolute Grounds for Refusal

Article 7(1)(a) EUTMR ensures that trademarks comply with the requirements of
Article 4 EUTMR. In other words, the sign itself must be capable of distinguishing goods
and services from different origins and it must be representable on the Register [44, p
363]. The CJEU made clear that abstract concepts and ideas are not sufficiently specific
to be a sign under Article 4 EUTMR.2 Article 4(a) EUTMR also requires the sign to
have the abstract capacity to distinguish goods and services of different origins [44, p
364] [56, p 221]. Furthermore, Article 4(b) EUTMR requires signs to be capable of
being represented on the Register. The incapability of being represented on the Register
affects non-traditional marks, like olfactory marks [56, p 225 f].3 Article 7(1)(b) EUTMR
states that trademarks must be distinctive. However, according to case-law a minimum
degree of distinctiveness is sufficient to prevent application of Article 7(1)(b) EUTMR.4
Distinctiveness is the attribute that indicates that the trademark is suitable for identifying
goods and services from a certain origin [44, p 381] [132, p 15]. According to the CJEU5,
lexical structures common in advertising language are considered non-distinctive.

Article 7(1)(c) EUTMR makes sure that trademarks are non-descriptive. A trademark is
considered descriptive if its sign provides information about characteristics of the goods
or services for which the registration is sought [44, 468]. In case the mark is descriptive,
it is also considered as non-distinctive [44, p 468]. Article 7(1)(d) EUTMR ensures that
trademarks do not consist exclusively of signs that have become customary in the current
language. In contrast to Article 7(1)(c) EUTMR, this norm is relevant for cases where
the original meaning of a word has no direct relationship to the good or service [44, p

2Judgement of 21 April 2010, T-7/09, Schunk GmbH & Co. KG Spann- und Greiftechnik v OHIM,
EU:T:2010:153, § 25.

3Judgement of 12 December 2002, C-273/00, Ralf Sieckmann v Deutsches Patent- und Markenamt,
EU:C:2002:748 and Judgement of 27 October 2005, T-305/04, Eden SARL v European Union Intellectual
Property Office, EU:T:2005:380.

4Judgement of 3 April 2019, T555/18, Medrobotics Corp. v EUIPO, EU:T:2019:213, § 19 and
Judgement of 28 June 2017, T-479/16, Colgate-Palmolive Co. v European Union Intellectual Property
Office, EU:T:2017:441, § 19 and Judgement of 25 September 2015, T-591/14, BSH v OHIM, EU:T:2015:700,
§ 40.

5Judgement of 25 April 2013, T-145/12, Bayerische Motoren Werke AG v OHIM, EU:T:2013:220,
ğ 29.
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2. Legal Analysis

524]. Article 7(1)(e) EUTMR says that trademarks must not consist exclusively of a
shape or characteristic that results from the nature of the good itself or from its value.
Article 7(1)(d) EUTMR is not restricted to 3D shapes and is also applicable to figurative
marks [44, 529].

Article 7(1)(f) EUTMR guarantees that trademarks comply with public policy and
acceptable principles of morality. This norm is related to Article 6quinquies(B)(3) of the
Paris Convention [44, p 544]. Whereas the public policy is a concept based on objective
criteria like principles and fundamental values of the EU [44, p 546], acceptable principles
of morality refer to subjective values that are likely to change over time [37, p 536 f].6
Article 7(1)(g) EUTMR prevents the registration of marks with a deceptive character. The
deceptiveness of a mark depends on the goods and services the mark shall be registered
for [44, p 561]. However, deceptiveness can only exist if the mark is sufficiently specific,
which requires the mark to clearly indicate characteristics of the respective goods and
service.7 Article 7(1)(h) EUTMR is related to Article 6ter Paris Convention and protects
symbols of states that are party to the Paris Convention by refusing the registration
of marks that are identical to them [44, p 588]. Furthermore, Article 7(1)(i)EUTMR
protects additional emblems that are not covered by Article 6ter Paris Convention.

Article 7(1)(j) EUTMR prevents the registration of marks that conflict with Geographical
Indications (GIs) that enjoy protection in the EU. In the EU, wines are protected
under Regulation (EU) 1308/2013, spirit drinks are protected under Regulation (EU)
2019/787, and agricultural products and foodstuffs are protected under Regulation
(EU) 1151/2012. GIs can also be protected through international agreements [44, p 609].
Article 7(1)(k) EUTMR provides for the refusal of applications in case their marks conflict
with Traditional Terms of Wine (TTWs) which are also protected under Regulation (EU)
1308/2013.

Article 7(1)(m) EUTMR is applicable in cases where essential elements of a trademark
conflict with a registered Plant Variety Denomination (PVD). However, this is assessed
only when the trademark registration is sought for live plants, agricultural seeds, fresh
fruits, or fresh vegetables [44, p 685].

Article 7(3) EUTMR provides for the registration of a trademark regardless of the
applicability of Article 7(1)(b)-(d) EUTMR in case a mark has acquired distinctiveness
through use. This possibility is only examined upon request by the applicant [44, p 694].

Relative Grounds for Refusal

Relative grounds for refusal consider the relation between two trademarks [36, p 294]
and are only examined if a proprietor of an earlier trademark or other form of trade

6Judgement of 27 February 2020, C-240/18 P, Constantin Film Produktion GmbH v EUIPO,
EU:C:2020:118, § 39.

7Judgement of 24 September 2008, T-248/05, HUP Uslugi Polska sp. z o.o. v OHIM,
ECLI:EU:T:2008:396, § 65 f and Judgement of 29 November 2018, T-681/17, Khadi and Village Industries
Commission v EUIPO, EU:T:2018:858, § 53.
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2.3. Concept of Likelihood of Confusion and Double Identity

sign files an admissible opposition against a trademark [44, p 736]. Relative grounds for
refusal relevant to this thesis are likelihood of confusion and double identity, which are
constituted in Article 8(1) EUTMR.

2.3 Concept of Likelihood of Confusion and Double
Identity

Likelihood of confusion and double identity are defined in Article 8(1) EUTMR.

Article 8(1) EUTMR

Upon opposition by the proprietor of an earlier trade mark, the trade mark
applied for shall not be registered:
(a) if it is identical with the earlier trade mark and the goods or services for
which registration is applied for are identical with the goods or services for
which the earlier trade mark is protected;
(b) if, because of its identity with, or similarity to, the earlier trade mark
and the identity or similarity of the goods or services covered by the trade
marks there exists a likelihood of confusion on the part of the public in
the territory in which the earlier trade mark is protected; the likelihood of
confusion includes the likelihood of association with the earlier trade mark.

While Article 8(1)(a) EUTMR provides for the opposition in case of double identity,
Article 8(1)(b) EUTMR provides for the opposition in case of likelihood of confusion.
The difference is that if both, the trademarks and the respective goods or services, are
identical, there is no need to carry out an evaluation of likelihood of confusion [44, p
868]. In the context of this thesis, it is not important to differentiate between double
identity and likelihood of confusion, as double identity can be seen as a special case of
likelihood of confusion where trademark similarity and the similarity of the respective
goods or services are close to 100%. On the other hand, rejecting an opposition based
on Article 8(1)(a) EUTMR does not imply that the opposition would also fail on the
ground of Article 8(1)(b) EUTMR.

According to [52, p 317 f], the CJEU identified the relevant criteria for assessing likelihood
of confusion between marks and goods and services in the cases Sabel v Puma8 and Canon9.
Regarding the similarity of two marks visual similarity, aural similarity, conceptual
similarity, and the inherent or acquired distinctiveness of the earlier mark are relevant
factors. Furthermore, the degree of attention paid by the relevant public plays a role
in the assessment of likelihood of confusion [44, p 946]. The similarity of goods and

8Judgement of 11 November 1997, C-251/95, SABEL BV v Puma AG, EU:C:1997:528.
9Judgement of 29 September 1998, C-39/97, Canon Kabushiki Kaisha v Metro-Goldwyn-Mayer Inc.,

EU:C:1998:442.
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2. Legal Analysis

services is assessed by taking into account their nature, intended purpose, method of use,
and the connection between them. However, this list of factors is non-exhaustive [52, p
317]. The similarity between marks and the similarity between goods and services are
interdependent.10

To carry out legal and administrative procedures in a standardized way, the EUIPO has
defined examination guidelines [44]. Part C section 2 of these guidelines [44, p 863 ff]
is the relevant source of information on how comparisons between marks or goods and
services are made.

2.3.1 Similarity of two Marks

When assessing the similarity of two marks under Article 8(1) EUTMR, signs must be
compared visually, aurally, and conceptually [44, p 958]. For each aspect, the degree
of similarity must be examined by comparing the signs in their entirety [44, p 959].
However, the comparison can be restricted in case of negligible elements [44, p 960]. In
the following sections, an overview is given on what these similarities are. Extensive
details on case-law are omitted.

Visual Similarity

The visual comparison of two word marks is different to the visual comparison of two
figurative marks, as word marks do not contain additional figurative elements. While
usually it does not matter whether word marks are written in lower case or upper case,
irregular capitalization can have an impact on the visual similarity of two word marks.11

The examination guidelines do not comment on what aspects of the words contribute
to the assessment in which way. However, the CJEU made clear that the presence of a
sequence of characters in both word marks is essential to visual similarity.12

Table 2.4 contains samples for every degree of visual similarity. The following paragraphs
outline the arguments considered by the EUIPO when asserting the degree of visual
similarity in the respective opposition decisions.

While the visual similarity of “PREDATOR” and “Predator” can be easily derived by
comparing the character sequences in a case insensitive way, the reasons for the other
examined degrees of visual similarity in the rest of the samples are not obvious at first
sight.

This is because the EUIPO Opposition Division takes into account the degree of dis-
tinctiveness of character sequences when comparing word marks. For the marks “DRIP

10Judgement of 29 September 1998, C-39/97, Canon Kabushiki Kaisha v Metro-Goldwyn-Mayer Inc.,
EU:C:1998:442, § 17.

11Opposition Decision of 31 March 2016, AIDA Cruises v Damia GmbH, R 3290/2014-4, § 38 in contrast
to Judgment of 31 January 2013, Present-Service Ullrich v OHIM, T66/11, not published, EU:T:2013:48,
§ 57 f and Judgement of 27 January 2019, REWE-Zentral AG v OHIM, T-331/08, EU:T:2010:23, § 16 f
and Judgement of 11 June 2014, Sofia Golam v OHIM, T281/13, EU:T:2014:440, § 41.

12Order of 4 March 2010, Kaul GmbH v OHIM, C-193/09 P, EU:C:2010:121, § 83.
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2.3. Concept of Likelihood of Confusion and Double Identity

Case ID Sign 1 Sign 2 Visual Similarity
003158578 PREDATOR Predator identical
003163445 DRIP DROPS CBD DRIP DROP high
003166793 PATERICO MATERICO average to high
003177425 Volkspflege VOLKSWAGEN average
003112688 WE 11 DONE WE low to average
003150360 ki-Tec KITE low

Table 2.4: Examples of Visual Similarity between Word Marks

DROPS CBD” and “DRIP DROP” the EUIPO Opposition Division argues that the
substring “DRIP DROP” is inherently distinctive while “CBD” has a weak distinctive
character as this character sequence is associated with a substance that can be found
in all opposed goods. As the strings are not identical but both marks share the same
distinctive character sequence, their visual appearance is considered highly similar.

“PATERICO” and “MATERICO” are also almost identical strings, but their degree
of visual similarity is considered average to high. However, these two strings are both
distinctive and one mark does not contain the other mark. Thus, they have a slightly
lower degree of visual similarity. “Volkspflege” and “VOLKSWAGEN” differ in three
letters that are not visually separated from the distinctive elements of the two marks.
While the dominant character sequence “VOLKS” is contained in both strings, the rest of
both strings shares only the letters “GE”. The degree of visual similarity is considered to
be average. The word mark “WE” is contained in the opponent’s mark “WE 11 DONE”,
similar to case number 003163445. However, none of the elements in these marks are
highly distinctive. The character sequence “WE” is considered to have a weak distinctive
character. As both marks start with this sequence, they are considered to be visually
similar to a low to average degree.

Lastly, “ki-Tec” and “KITE” are visually similar to a low degree. The EUIPO Opposition
Division argues that the irregular capitalization, the presence of the hyphen, and the
addition of the letter “c” at the end of “ki-Tec” lead to perceptible differences in the
overall impressions. Opposition decision 003150360 also comments on arguments that
were brought forward by the parties. The EUIPO Opposition Division approves that,
generally, the beginning of a sign has a rather strong impact on the consumer’s perception,
and that small differences have a stronger impact on the perception of short signs.

In contrast to the comparison of word marks, the comparison of figurative marks considers
the marks’ stylization [44, p 988 f].

The comparison of figurative marks is more complex. Measuring the similarity or the
distance between two figurative marks must consider not only word elements contained in
the figures but also the signs’ structures, stylizations, colors, and contours. Furthermore,
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2. Legal Analysis

Case ID Sign 1 Sign 2 Visual Similarity

002173717 identical

003176608 high

003174765 average to high

003173691 average

003138449 average to low

003167224 low

003152689 dissimilar

Table 2.5: Examples visual similarity between figurative marks

signs can be considered visually identical even if they are technically not identical (see
case number 002173717 in table 2.5). Even though figurative elements are classified under
the Vienna Classification, the signs’ classification does not influence the examination of
visual similarity, as the examination is based solely on the signs.

Aural Similarity

The aural similarity is derived by comparing two marks’ overall phonetic impressions.
The phonetic impression comes from the syllables, the sequence of syllables, and their
respective prominence [44, p 1004]. There is a certain interdependence between aural
and visual similarity, as words that sound similar will usually also have a similar spelling.
This effect can be seen in figure 4.4. Since purely figurative marks cannot be pronounced,
their aural similarity cannot be assessed [44, p 1006].

Table 2.6 contains samples for every degree of aural similarity. The following paragraph
outlines the arguments considered by the EUIPO when assessing the degree of aural
similarity in the respective opposition decisions.

Although there is a certain interdependence between aural and visual similarity, they
compare different aspects of the signs. This can be seen in cases 003170293 and 003160216.
While the spelling of “LIFE’S” and the spelling of “LIVE” are quite different, the only
difference in their pronunciation is the tailing “s”. Also, “DREAMIN*101’” has a
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2.3. Concept of Likelihood of Confusion and Double Identity

Case ID Sign 1 Sign 2 Aural Similarity
003170820 IDA IDA identical
003170293 LIFE’S LIVE high
003160216 DREAMIN*101’ DREAMS average to high
003176903 EMBACO EMBACOLLAGE average
003153372 LÜTZE CABLEFIX CABLEFIX low to average
003174830 SWP PROCOR PROCORALAN low
003146419 HOME deco MGI H HOME DECÓ dissimilar

Table 2.6: Examples of aural similarity between marks

completely different visual appearance than “DREAMS”. However, the only part of the
first sign, that is actually pronounced, is just “DREAMIN”. Thus, “DREAMIN*101’”
and “DREAMS” are aurally similar to an average to high degree. The aural similarity of
all other samples can be derived from rules already known from the section about visual
similarity 2.3.1.

Conceptual Similarity

Conceptual similarity is a concept that heavily differs from visual and aural similarity,
as it does not compare the signs themselves but their concepts instead. This, however,
requires the signs to evoke a concept. Since not all signs are related to a concept, the
conceptual comparison plays a varying role in the assessment of likelihood of confusion
[44, p 1049]. The EUIPO equates concepts with semantic meaning. While there is no
clear definition for these terms, the EUIPO makes clear that the conceptual relationship
is not relevant for broad categories. The signs “PEAR” and “APPLE BITE” might be
conceptually related fruits, but their common features related to the shared concept have
a very limited impact on the overall impression.13 From a practical point of view, the
conceptual similarity can often not be assessed as can be seen in Figure 4.3 and therefore
plays a subordinate role in the assessment of likelihood of confusion.

Table 2.7 contains examples for every degree of conceptual similarity. The following
paragraph outlines the arguments considered when asserting the degree of conceptual
similarity in the respective opposition decisions.

“MOVEUP” and “moveUP” are considered conceptually identical as both marks will be
identified with the phrasal verb “move up”. “SHAMAN” and “SHAMAN’S” are both
related to the concept of a shaman. However, due to the tailing “s” the meaning of one
mark is slightly altered. Therefore, the signs are conceptually similar to a high degree
but not identical. “Nonna Filomena” and “SANTA FILOMENA” are considered to share

13Judgement of 31 January 2019, T-215/17, Pear Technologies Ltd v EUIPO, ECLI:EU:T:2019:45,
§§ 77-79.
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2. Legal Analysis

Case ID Sign 1 Sign 2 Conceptual Similarity
003163877 MOVEUP moveUP identical
003179493 SHAMAN SHAMAN’S high
003173672 Nonna Filomena SANTA FILOMENA average to high
003180340 NOWGROW NOWGO average
003159802 LOVE VEGE végé low to average
003170087 Fresh Up I-FRESH DÁVI low
003178074 TP HOME TP dissimilar

Table 2.7: Examples of conceptual similarity between marks

a distinctive concept evoked by the female name “Filomena”. “Nonna” and “SANTA”,
however, are considered meaningless. For this reason, these signs are conceptually similar
to an average to high degree. “NOWGROW” and “NOWGO” are considered conceptually
similar to an average degree as these expressions can be seen as a “call to action” in
relation to financial services. The signs “LOVE VEGE” and “végé” both contain the
substring “vege”, which has been found to be related to the concept of vegetarianism.14

For this reason, these two signs are conceptually similar to a low to average degree. “Fresh
Up” and “I-FRESH DAVI” are both loosely related to concepts related to freshness.
Therefore, they are conceptually similar to a low degree.

Distinctiveness

The distinctiveness of the earlier mark is taken into account in the context of the global
assessment and is especially important when the signs are similar to only a low degree.
A mark’s distinctive character determines the strength and breadth of its protection [44,
p 1103]. Distinctiveness is defined as the capacity to identify goods or services as coming
from a particular undertaking [44, p 1103].

Earlier marks are presumed to be valid and, therefore, have a minimum degree of inherent
distinctiveness. When a mark is related to characteristics of its goods and services, it
is considered to have a low degree of distinctiveness except for when the allusion to
characteristics is sufficiently imaginative [44, p 1104]. If there is no indication for a
limited distinctiveness, the mark is considered to have a normal inherent distinctiveness
[44, p 1104]. Earlier marks can also acquire a higher degree of distinctiveness. However,
the presence of the prerequisites of this circumstance must be proven by submitting
appropriate evidence [44, p 1104].

Table 2.8 lists three samples, each having a different degree of distinctiveness with
regard to their respective goods and services. “MEDITERRANI” was found to only have
low degree of distinctiveness, as its name alludes to the goods sugar, tea, and coffee.

14Judgement of 26 July 2023, T-434/22, Topas v EUIPO, ECLI:EU:T:2023:426, § 49.
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2.3. Concept of Likelihood of Confusion and Double Identity

Case ID Earlier Mark Goods and Services Distinctiveness
003157085 TROPICO Fruit juices enhanced
003175010 APRANTA Computer software normal
003175766 MEDITERRANI Sugar, tea, coffee low

Table 2.8: Examples of degrees of distinctiveness

“TROPICO”, on the other hand, provided evidence that it acquired an enhanced level of
distinctiveness through extensive use of the mark.

However, from a practical point of view, in the majority of cases the distinctiveness is
considered to be normal as can be seen in figure 4.3, which means that this attribute
does not have a strong impact on the global assessment.

Degree of Attention

In the global assessment, the degree of attention of the relevant public is also taken into
consideration. A higher degree of attention means that there is a smaller chance for the
consumer to confuse goods and services of two origins and vice versa. The degree of
attention depends on various factors, like the target consumer group and the nature of
the goods and services [44, p 951].

The EUIPO lists three categories of goods and services where the degree of attention is
generally considered to be high. These categories are expensive purchases, potentially
hazardous purchases, cases of brand loyalty, and pharmaceuticals [44, p 952 f]. On the
other hand, a lower degree of attention is assumed for categories of goods and services
that are subject to habitual buying behavior [44, p 954].

2.3.2 Similarity of Goods and Services

The scope of protection of trademarks is defined by the goods and services for which the
respective trademark is registered [57]. Thus, likelihood of confusion does not only require
similar signs but also similar goods and services. This means that there might not be a
likelihood of confusion even if the signs are identical.15 The comparison of the goods and
services is carried out ex officio and is limited to well-known facts, excluding knowledge of
highly technical nature [44, p 895]. Many different factors are considered when assessing
the similarity of goods and services. The nature, intended purpose, method of use,
complementarity, and competition are the so-called “canon factors” according to the
CJEU judgement Canon16 [44, p 904]. However, there are also additional factors, like
distribution channels, relevant public, and the usual origin of goods and services, that

15Opposition Decision of 27 February 2023, Helsana Versicherungen AG v APW Consulting Agnieszka
Pawowska-Wypych, B 002756016.

16Judgement of 29 September 1998, C-39/97, Canon Kabushiki Kaisha v Metro-Goldwyn-Mayer Inc.,
EU:C:1998:442.
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2. Legal Analysis

play a role in the assessment of the similarity of goods and services [44, p 904]. The Nice
Classification, which is a taxonomy for goods and services in the context of trademark
law, serves purely administrative purposes and, therefore, cannot be used to directly infer
the similarity between goods and services [44, p 884]. The Nice Classification may be
used, however, to determine the nature and purpose of goods and services or to interpret
the scope of protection [44, p 885 f].

It is important to note that goods and services may coincide in their wordings, but refer
to different products. For example, “drills” in Class 7 of the Nice Classification refer to
machine tools and are not identical to “drills” in Class 8, which refer to hand tools [44, p
897].

Goods and services are deemed to be identical if goods and services of one mark are
contained in a broader category of goods and services of the other mark [44, p 898 f]. In
many cases, even partially overlapping categories can be considered identical, if these
goods and services cannot be clearly separated [44, p 900].

Since the list of factors used to compare goods and services is not exhaustive, a detailed
analysis of case-law is omitted in this section.

2.3.3 Global Assessment

After assessing all relevant factors for likelihood of confusion, a global assessment has to be
made. This final step incorporates the interdependence principle, meaning that a higher
degree of similarity of goods and services can outweigh a lower degree of similarity of the
marks and vice versa [44, p 1130]. Furthermore, different aspects of the signs’ similarities
can be considered more important than others. For example, the aural similarity could
be more important for goods and services that are bought in noisy environments. The
global assessment draws conclusions for each and every good or service in question. This
means that for some goods and services the opposition can be rejected while for others
the opposition is upheld.
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CHAPTER 3
Background

The goal of this chapter is to provide the knowledge relevant for understanding the
functionality and the evaluation of TrademarkML. Legal aspects and details specific to
the implementation of TrademarkML are discussed in chapters 2 and 6.

3.1 Machine Learning

Machine learning is a part of artificial intelligence that is concerned with the development
of models that learn relationships implicitly from the data, meaning that the connections
between input and output must not be explicitly programmed. Many tasks can be solved
with machine learning, like clustering data or predicting time series. However, in the
context of this work, the focus lies on classification, which is a task addressed using
supervised learning. Supervised learning is an approach where a computer program
learns such a representation from experience [110, p 2].

This means that these models need to be trained with data, which consists of the target
values and the respective features. The prediction performance does not only depend on
the chosen algorithm but also on the given features. For this reason, feature engineering,
which is an umbrella term for feature extraction, selection, and preprocessing, plays an
important role when working with shallow architectures [119, p 1].

Formally, supervised machine learning models are trained and tested using a dataset
D = {(x1, y1), (x2, y2), . . . , (xn, yn)} that contains n samples in which each tuple (xi, yi)
consists of input data xi ∈ X and target value yi ∈ y. Since for every sample xi just
one value yi exists, y ∈ Rn. Each xi ∈X consists of p features Fp = [X:,1, X:,2, . . . X:,p]
which means that X ∈ Rn×p. The goal is to find function f : X → y. Since the
exact relationship between X and Y often cannot be found, it is approximated using
f̂ : X → ŷ so that ŷ ≈ y. However, a machine learning model is usually trained on a
subset of D, the training data Dtrain, and then evaluated on test data Dtest unknown to
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3. Background

the trained model. This way, the evaluation considers the model’s capacity to generalize
to unseen data.

3.1.1 Classification

The goal of classification is to predict a class membership of a sample [102, p 3]. This
means that in this task, y is a categorical variable, so that y ∈ Zn. It is important to
note that for classification tasks, the class labels must be known to the model, meaning
that they must appear in the training data [102, p 3]. A task in which samples can only
belong to one of two groups is called a binary classification problem. A model trained to
predict class labels of samples is called a classifier. As experiments carried out in the
course of this work only rely on support vector machines (SVMs) and random forests
(RFs), only these two models are covered in the following sections.

3.1.2 Support Vector Machine

An SVM is an algorithm that constructs linear decision boundaries, also called hyperplanes,
to separate the feature space. As it always finds the largest margin that separates two
classes, it is called a maximum margin classifier. Originally, an SVM could only be
used for binary classification cases. However, two common approaches, One-Against-One
(1A1) and One-Against-All (1AA), exist, to overcome this limitation [7, p 2]. In 1AA,
the nc-class problem, where nc denotes the number of classes subject to the classification
problem, is transformed into nc 2-class problems by comparing each class to all other
observations that are not in this particular class [7, p 2]. 1A1, on the other hand,
constructs one machine for each pair of classes, which results in nc(nc− 1)/2 hyperplanes
[7, p 2]. However, the binary classification case is the starting point for both of these
approaches.

Separable Case

In the separable case, a hyperplane can be defined so that all observations of both classes
are completely separated by that hyperplane. The decision is then made for a new sample
u based on its position with regard to that hyperplane. The function for the hyperplane
is h(x) = b + wT x with w being the weights and b being the bias [11, p 43]. At training
stage, the SVM learns the weights w = [w1, w2, . . . wp]T and the bias b, which is a
scalar, so that the distance to the hyperplane is at least 1 for each data point [11, p 44].
As the SVM finds the maximum margins, h(x) will be 1 for only the nearest data points
to the margin for each class, the so-called support vectors.

For the sake of symmetry, binary class membership can be represented by y ∈ {−1, 1}n
[156, p 11]. By using this variable, the constraint

yi(xiw + b)− 1 = 0 (3.1)
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can be defined for support vectors. This constraint can then be used to compute the
margin width, as the margin width is given by the dot product of a unit vector normal to
the hyperplane and the difference vector of the two sides of the margin, which is defined
by the support vectors. This means that, using hy as the margin border for the respective
class labels yi ∈ {−1, 1}, the margin M = (h1−h−1) · w

||w|| . The margin width is given as

M = 1− b− (−1− b)
||w||

= 2
||w||

(3.2)

using the constraint (3.1). Maximizing the margin is achieved by either maximizing 1
||w||

or by minimizing ||w||, which means that the learning problem can be defined as

min
w,b

1
2wT w (3.3)

for mathematical convenience [156, p 14]. To find the extremum of the function, Lagrange
multipliers can be used [11, p 44]. This leads to the Lagrange primal function

Lp = 1
2 ||w||

2 −
n∑

i=1
αi[yi(xiw + b)− 1] (3.4)

where the Lagrange multipliers will be non-zero only for support vectors. Then, the
partial derivatives need to be taken in respect to w and b and be set to 0.

∂Lp

∂w
= w −

n∑
i=1

αixiyi = 0⇒
n∑

i=1
αixiyi = w (3.5)

∂Lp

∂b
=

n∑
i=1

αiyi = 0 (3.6)

These derivatives lead to the Lagrange dual function

Ld =
n∑

i=1
αi −

1
2

n∑
i=1

n∑
j=1

aiajyiyjxT
i xj (3.7)

which denotes the lower bound of the objective function [11, p 44]. The optimization
depends only on the dot product of pairs of samples. The final optimization problem is

max
ai

n∑
i=1

αi −
1
2

n∑
i=1

n∑
j=1

aiajyiyjxT
i xj . (3.8)
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Non-Separable Case

In the non-separable case the two classes overlap and can, therefore, not be fully separated.
To address this problem, a slack variable ξi ≥ 0 is added to each side condition. ξi holds
the magnitude of the violation for each sample, which is given by the amount of which
the sample is on the wrong side of the margin. If a data point is correctly classified and
lays outside the margin, the slack variable ξi = 0. This new variable changes the side
condition (3.1) to

yi(xiw + b) ≥M(1− ξi) (3.9)

which sets the violation in relation to the margin. Furthermore, the minimization problem
(3.3) is changed to

min
w,b

[
1
2 ||w||

2 + C
n∑

i=1
ξi

]
(3.10)

where C is the cost parameter, which is used to tune the margin. The harder
∑n

i=1 ξi is
penalized, the harder the margin becomes [11, p 47]. The optimization problem is the
same as in equation (3.8), except that 0 ≤ ai ≤ C for i = 1, . . . , n.

Kernel Trick

By design, an SVM only supports linear decision boundaries. However, the kernel trick
can be employed to elevate the features to a high dimensional kernel space Rκ with p < κ
[85, p 5]. The kernel method is the transformation from feature space to kernel space
and is defined as φ(·) : Rp → Rκ [84, p 167]. By employing the transformation in the
kernel function k(·, ·) : Rp × Rp → R the optimization problem can be solved without
knowing the explicit mapping to the kernel space as the function

K(u, v) = 〈φ(u) , φ(v)〉 (3.11)

computes the inner product in the kernel space [84, p 167]. When employing the kernel
trick, the Lagrangian dual function (3.7) becomes

Ld =
n∑

i=1
αi −

1
2

n∑
i=1

n∑
j=1

aiajyiyjK(xi, xj). (3.12)

Common kernel functions implemented in popular machine learning libraries like scikit-
learn [136] are the following:

1. Linear kernel: K(u, v) = 〈u , v〉 = uT v.
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2. Polynomial kernel: K(u, v) = (γ〈u , v〉+ r)d, where r is a constant, γ > 0, and d
is the degree of the polynomial.

3. Radial basis function kernel (RBF): K(u, v) = exp(−γ||u− v||2) with γ > 0.

4. Sigmoid kernel: K(u, v) = tanh(γ〈u , v + r), where r is a constant and γ > 0.

3.1.3 Random Forest

In contrast to SVMs, RFs are ensembles of individual classifiers called decision trees.

Decision Tree

Decision trees are directed acyclic graphs with only one root node and at most one path
between every pair of nodes [71, p 2]. Each node contains a decision rule based on certain
features. For univariate decision trees, each node is associated with one feature ρ ∈ Fp

and each edge from outgoing from that node is associated with one or more values of
that feature [71, p 3]. However, a decision rule could consider multiple features as well.

Let Q be the data in node Qm. Furthermore, let jρ be the index of feature ρ ∈ Fp in X.
As far as Qm is not a leaf node, Qm has two outgoing edges to Ql and Qr that are related
to the a splitting rule Φ = (ρ, X:,jρ), where ρ is the feature and X:,jρ is a collection of
potential splitting points. The loss function for a node can then be defined as

L(Q, Φ) = nl

nm
H(Ql) + nr

nm
H(Qr), (3.13)

where nl, nm, and nr are the number of samples falling in the respective nodes Q, Ql, and
Qr and H(·) is an impurity function [169, p 3]. A decision tree is then built recursively
by computing the optimal split Φ̂m for node Qm

Φ̂m = min
Φ

L(Qm, Φ) (3.14)

that minimizes the loss function [169, p 3]. According to [169, p 3], misclassification error
HM , gini index HG, and cross-entropy HC are common choices for the impurity function
H, and they are defined as

HM (m) = 1− max
1≤k≤K

pmk (3.15)

HG(m) = 1−
K∑

k=1
p2

mk (3.16)

HC(m) = −
K∑

k=1
pmk log pmk, (3.17)
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where K are the class labels and

pmk = 1
nm

∑
xi∈m

1(yi = k). (3.18)

This way, decision trees with optimal splitting conditions can be constructed. However,
this also means that fully grown decision trees are highly sensitive to the training data,
which leads to a high risk of overfitting to the training data and low generalization.
Pruning, which is the action of removing unreliable branches of the decision tree, can
be used to lower these risks [109, p 228]. Another way to solve this problem is by using
ensemble methods like RFs.

Ensemble Methods

RFs were introduced to preserve the advantages of decision trees while preventing the
classifier to overfit [65, p 1]. RFs create B random decision trees T = [T1, T2, . . . , TB] by
randomly sampling the training data with replacement and considering only a subset
of features F b for each decision tree Tb [66, p 834]. Since each tree is trained using a
different proper subset of features F b ⊂ F , each tree generalizes for different unselected
dimensions [66, p 833]. According to [35, p 2], an RF classifier ĈB

rf then predicts the
class label by majority vote

ĈB
rf (xi) = majority {Tb(xi)}B1 = ŷi. (3.19)

Another advantage of RFs is that the feature importance can be computed from the final
model. The feature importance takes into account the impurity decrease when reaching
a node Qm weighted by the chance of reaching that node. The chance of reaching node
Qm can be defined as wm = nm

n . A node’s importance ιm is then given as

ιm = wmH(Qm)− wlH(Ql)− wrH(Qr). (3.20)

The feature importance τρ can then be computed by

τρ =
∑Qρ

q=1 ιq∑Q
q=1 ιq

, (3.21)

where Qρ denotes the subset Qρ ⊆ Q that has a splitting rule concerning feature ρ.

3.1.4 Data Splitting

As already stated in the introduction to the machine learning chapter above, a machine
learning model is trained only on a subset of D. The basic approach called hold-out
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method is to split the data D into two parts Dtrain and Dtest and evaluate the model
fit to Dtrain on the data Dtest [10, p 13]. However, this makes the performance of the
model strongly dependent on the chosen split. In order to generalize this validation
technique, cross-validation (CV) can be employed. This way, multiple hold-out estimators
are averaged across different data splits [10, p 14]. CV can be performed in different ways.
k-fold CV refers to the procedure of splitting the data into k subsets of approximately
same size and then always using just one of these subsets as the validation set and the rest
for training. There are also methods like Leave-one-out-CV (LOO) and Leave-p-out-CV
where only p samples (p = 1 for LOO) are used for validation and the rest is used for
training. However, these two methods are computationally very expensive.

3.1.5 Performance Evaluation Metrics

Evaluation metrics are used to measure the prediction performance of a machine learning
model. There are many different evaluation metrics but this chapter will only consider
metrics for binary classification.

In binary classification tasks, the model’s predictions can be either correct or incorrect
for each of both labels. This leads to four possible outcomes per sample:

1. True positive (TP): a positive sample was correctly classified as positive.

2. False positive (FP): a negative sample was incorrectly classified as positive.

3. True negative (TN): a negative sample was correctly classified as negative.

4. False negative (FN): a positive sample was incorrectly classified as negative.

Prediction results can then be represented in a confusion matrix

ac
tu

al
va

lu
e

Prediction outcome

p n total

p′ True
Positive

False
Negative P′

n′ False
Positive

True
Negative N′

total P N

Table 3.1: Structure of a Confusion Matrix (Table taken from [104])
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Common performance metrics can then be computed from the confusion matrix [50, p
862].

1. Precision: PR = T P
T P +F P .

2. Recall: R = T P
F N+T P .

3. False positive rate: FPR = F P
F P +T N .

4. Accuracy: ACC = T P +T N
F P +F N+T P +T N .

5. F1-Score: F1 = 2 · P R·R
P R+R .

Graphically, a classifier’s performance can be visualized in ROC space which is a two-
dimensional graph, plotting the FPR on the x-axis and R on the y-axis [50, p 862].
Discrete classifiers are then represented as a dot in this graph at point (FPR , R). When
drawing a line from (0 , 0) to (FPR , R) and from (FPR , R) to (1 , 1), that plot
is called a ROC curve. Using this curve, another metric, the ROC AUC score, can be
computed, which is the area under the ROC curve. Usually, a diagonal line from (0 , 0)
to (1 , 1) is added to the plot which denotes a classifier’s performance that makes random
predictions.

3.1.6 Hyperparameter Tuning

Hyperparameter tuning is the process of repeatedly training and evaluating a machine
learning model with different parameters θi on the same data. This way, the model is
tuned to the data. However, this process is not done by the model itself, but it is typically
a manual process using a predefined hyperparameter grid with G different combinations
Θ = [θ0, θ1, . . . , θG] [13, p 199]. By evaluating the model for each combination θi in Θ,
the best set of parameters θ∗ ∈ Θ can be found. Parameter configurations are usually
compared using CV.

3.1.7 Data Preprocessing

Data D can often not be directly used to build a model due to missing values, inappropriate
data types, or data properties that would distort the model. However, it is important to
preprocess the data after splitting to assure independence of training and test data.

Missing Data

A sample xi is considered to have missing values if at least one of its features does not
hold a value. Since many models require each sample to have values for each feature,
samples with missing values need to be processed first. Generally, there are two options:
the sample can be discarded or the respective value can be imputed.
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3.1. Machine Learning

Deleting samples with missing values reduces the sample size and is therefore often not
practicable. Data imputation, on the other hand, introduces noise to the samples. Values
can be imputed in many ways like:

1. Mean imputation: Take the mean of the training set.

2. Median imputation: Take the median of the training set.

3. Hot deck imputation: Take the value of a random instance of similar samples.

4. Cold deck imputation: Take the value of a specific instance of similar samples.

The right imputation technique depends on the data. In order to find the best technique,
different imputation techniques can be tested as part of Θ in a grid search.

Data Types

In many cases, D does not only contain continuous numeric data but also categorical
data encoded as strings. In these cases, the data needs to be encoded for the model to
be processable. However, simply encoding categories as numbers might induce unwanted
implications as suddenly an order between categories

(red , blue) encoding−−−−−→ (1 , 2)⇒ red < blue (3.22)

is established.

For this reason, one-hot-encoding is widely used to encode categorical data. Let vρ be
the distinct values of ρ in D and |vρ| be the number of distinct values. One-hot-encoding
then creates |vρ| − 1 new binary variables. Each column then indicates the presence or
absence of one categorical value. Thus, this encoding potentially increases the data’s
dimensionality.

Feature Scaling

Since some machine learning models use distance measures between data points, a feature
with higher values potentially influences the distance more than a feature with lower
values. For this reason, feature scaling is important, as it balances the impact of features
on the distance measure. However, there are different methods for scaling features
available, and the choice can be made by testing their impact on the performance as part
of Θ in a grid search.

Common scaling methods are:

1. Standardization: x′
i,ρ = xi,ρ−µρ

σρ
which leads to µ′

ρ = 0 and σ′
ρ = 1.

2. Min-Max-Scaling: x′
i,ρ = xi,ρ−min(x:,ρ)

max(x:,ρ)−min(x:,ρ) which leads to 0 ≤ x′
i,ρ ≤ 1.
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3.2 Similarity
Similarity is a value between 0 and 1 which is computed by a similarity function s(· , ·).
This function can also be expressed as the inverse of a corresponding distance function
d−1(· , ·). Let o and u be objects of any type. Then these objects can be similar in many
ways. For example, let so be the name of o, su be the name of u, mo be the meaning
of so and mu be the meaning of su. Then, s(so , su) could result in a high similarity
while s(mo , mu) finds only a low similarity. This means that similarity always refers to
specific aspects of two objects. Methods to compare these different aspects relevant to
trademark data are described in the following sections.

3.2.1 Semantic Similarity

Semantic similarity refers to the relatedness of the semantic meaning of two strings.
This means that, in contrast to string similarity discussed in section 3.2.2, strings are
not compared lexicographically. However, this also means that a function that makes
semantic comparisons is required to have knowledge about the semantic meaning of
strings. This is done with so-called word embeddings which are vector representations of
words incorporating their semantic and syntactic meanings [155, p 1].

There are multiple methods that can be used to create word embeddings. Word embed-
dings are learnt in a specific context which is defined by the corpus used to trained the
model. This limits each trained model to a vocabulary W used in the corpus. However,
hybrid models that compare unknown words on character level can be used to overcome
this problem and allow for open vocabulary embeddings [101, p 1].

Continuous-Bag-of-Words (CBOW) and skip-gram are two iteration-based methods
proposed in [108]. These methods have a similar architecture but make predictions in
different ways.

CBOW predicts the word in the center of a so-called window which is another word for
the surrounding words within a predefined range, the so-called window size [155, p 2].
This means, that it maximizes the probability of a word being in a specific context

P (wi|wi−c, wi−c+1, . . . , wi−1, wi+1, . . . , wi+c−1, wi+c), (3.23)

where c is the window size and wi is the word at position i [155, p 2]. Therefore, the
CBOW model trains two matrices, an input word matrix V ∈ RN×|W |, where each
column in V corresponds to a word in the vocabulary, and the values in the column
are N -dimensional embedded vectors representing those words, and an output matrix
U ∈ R|W |×N , where each row represents a word in W , and the values in the row are
N -dimensional embedded vectors for those words [155, p 2]. The model starts with
a one-hot representation for each word which is then multiplied by V T to obtain N -
dimensional word vector embeddings [155, p 2]. A probability vector for an input word
can be obtained by applying UT to the input word and then employing the softmax
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operation [155, p 2]. Then, minimizing the cross-entropy loss between the probability
vector and the embedded vector of the output word yields the CBOW model [155, p 2].

The skip-gram model, on the other hand, maximizes the probability of the context given
a word

P (wi−c, wi−c+1, . . . , wi−1, wi+1, . . . , wi+c−1, wi+c|wi). (3.24)

Other than that, both models work similarly [155, p 2]. However, these models are
limited to information in their local context windows and cannot leverage statistics
of the whole corpus [121, p 1532]. The Global Vectors (GloVe) method adjusts the
skip-gram architecture by considering also the co-occurences of words, meaning how
often any word wj occurs in the context of a word wi [121, p 1533]. The GloVe methods
outperformed CBOW and skip-gram models in word analogy, word similarity, and named
entity recognition tasks [121, p 1541].

The similarity between to words is given by the cosine similarity

cos(wx, wy) = wx ·wy

||wx|| ||wy||
, (3.25)

where wx and wy are word vectors of the respective words to be compared and ||wx||
and ||wy|| are their `2 norm [155, p 4]. The similarity of words represented as nodes c1
and c2 in an ontology can be computed using the Wu-Palmer similarity

simwp(c1, c2) = 2 · depth(lcs(c1, c2))
depth(c1) + depth(c2) , (3.26)

where lcs is the lowest common subsumer in the ontology and depth(c) denotes the depth
of node c [163, p 136].

3.2.2 String Similarity

In this work, string similarity refers to syntactic similarity that does not consider anything
but the spelling of a word. Thus, the semantic meaning of words is not taken into account.
There are two categories of syntactic similarity measures, namely character-level and
token-level measures [55, p 170].

Character-level measures

Character-level measures view strings as a sequence of characters. Sequences of characters
s1 and s2 can be compared either by the number of edit operations required so that s1
equals s2 or by the longest common substring (LCS) [55, p 171].

Table 3.2 is taken from [55, p 172]. It demonstrates the differences of popular similarity
measures, where s1 and s2 are the input strings, v denotes variable cost, m is the number
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Similarity measure Equation Operation cost

Ins Del Sub Swap

Levenshtein [97] 1− edit(s1 , s2)
max(|s1|,|s2|) 1 1 1 -

Damerau-Levenshtein [31] 1− edit(s1 , s2)
max(|s1|,|s2|) 1 1 1 1

Needleman & Wunsch [114] 1− edit(s1 , s2)
2×max(|s1|,|s2|) v v 1 -

Smith & Waterman [144] edit(s1 , s2)
min(|s1|,|s2|) v v -2 -

Gotoh [59] edit(s1 , s2)
min(|s1|,|s2|) v v ±3 -

Hamming [64] 1− edit(s1 , s2)
max(|s1|,|s2|) - - 1 -

Jaro [74] 1
3 ×

(
m

|s1| + m
s2

+ m−x
m

)
- - - -

Jaro-Winkler [160] J(s1 , s2) + (l × p(1− J(s1 , s2))) - - - -

LCS [53] |sub(s1 , s2)|
max(|s1|,|s2|) - - - -

Table 3.2: Popular Similarity Measures [55, p 172]

of matching characters, x is the number of transposed characters divided by 2, p is a
scaling factor and l is the length of the common prefix restricted to four characters. The
abbreviations Ins, Del, and Sub stand for insert, delete and substitute. The cost for
substitution in the Smith-Waterman-Gotoh algorithm depends on the characters subject
to the substitution [55, p 172].

These algorithms are often used for sequence alignment in bioinformatics. However,
they are also popular for detecting misspellings. Furthermore, some measures like the
Levenshtein distance can be used with weighted operation costs, meaning that for example
replacing character J with I is less expensive than replacing J with Q, which can be
useful for Optical Character Recognition (OCR) as it also takes into account the visual
similarity of characters [62, p 3].

Token-level measures

Token-level measures operate on a higher level than character-level measures. A token is
a segment of a string obtained by either using the q-grams approach [140] or tokenization
[55, p 172]. Q-grams create tokens by sliding a window of size q over the string. Another
method is to use 1-skip-grams which build tokens from the surrounding characters.
Tokenization splits a string using so-called delimiters. Delimiters are characters which
separate tokens from each other. For example, words can be obtained as tokens from a
sentence if whitespaces are defined as delimiters.

The similarity of tokens can then be computed by three methods: sequence matching, set
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matching, and the bag-of-tokens method [55, p 173 f]. The sequence matching method
works just like character-level measures by viewing each token as a unit [55, p 173]. Set
matching does not consider the order of tokens but only computes the overlap between
two sets [55, p 173]. However, this approach is still very dependent on the spelling of
words as the strings “gray color” and “grey colour” would have a similarity of 0 [55,
p 173]. This problem can be solved by combining this approach with a character-level
measure so that tokens are considered matching if their character-level distance is below
a certain threshold [107]. The bag-of-tokens method measures the term frequency-inverse
document frequency (TF-IDF)

tfidf(ti) = fti

F
· log

(
N

Ni

)
, (3.27)

where ti is a token, fti is the frequency of ti, F is the frequency of the most frequent
token in all strings, N is the number of strings compared and Ni is the number of strings
containing token ti [3] [55, p 174].

3.2.3 Image Similarity

The similarity of images is impacted by color, spatial, and temporal properties as they
lead to the perception of structures, regions, and shapes [92, p 265]. This means that a
low-level pixel-wise comparison of two images will most likely not result in a satisfactory
similarity score. However, there are multiple features that can be extracted from images,
like color histograms or spatial patterns, that sum up information from multiple pixels
across the image. However, these features are still relatively low-level and cannot pick up
higher-level semantics in an image.

To overcome this problem, the fully connected layers of convolutional neural networks
(CNNs) can be used as feature vectors [165, p 143]. CNNs use local, convolutional
feature maps that are applied in subsequent layers to increase the complexity and level
of abstraction with each layer [91, p 400]. This way, CNNs are able to learn meaningful
and complex representations of images. By extracting the data from fully connected
layers in CNNs, it is possible to retrieve features that can then be compared using cosine
similarity (3.25) [165, p 240 f].

3.3 Phonetic Encoding

Phonetic encoding refers to the transformation of a word to a representation of its
pronunciation. This method allows to assess the aural similarity of words. Phonetic
encodings depend on the pronunciation of words and are therefore specific to languages.

One popular algorithm for phonetic encodings is the SoundEx algorithm [154, p 346].
This algorithm retains the first letter of the word and encodes the rest with numbers
according to a dictionary for letter encodings. However, the result is restricted to a
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length of four characters, meaning that long words are cut off in the encoding as can be
seen in line 21 in algorithm 3.1. The current letter encoding dictionary is demonstrated
in table 3.3. In line 7 of algorithm 3.1 the dictionary is used to find the suitable value
for a specific character. However, not every character can be found in the table. This is
because not all characters, for example character H, are relevant to the phonetic encoding
in this algorithm.

Keys Value
B, P 1
F, V 2
C, S, K 3
G, J 4
Q, X, Z 5
D, T 6
L 7
M, N 8
R 9

Table 3.3: Modified Version of the SoundEx Encoding Table [154, p 347]

Another algorithm, NYSIIS, results in a quite different representations. It uses more
complex rules to encode the string and obtains slightly better results than SoundEx [154,
p 347]. While SoundEx does not pay attention to the position of each character, NYSIIS
has specific substitution rules for prefixes and suffixes as can be seen in table 3.4. It is
important to note that these substitutions are executed in a specific order as can be seen
in pseudocode 3.2. However, NYSIIS is also restricted to a certain output length. This
potentially leads to loss of information.

Metaphone is the name of a more sophisticated algorithm that creates an output of
arbitrary length just consisting of letters [154, p 349]. It adds more complexity to the
previous algorithms as it consists of 16 steps and its substitution rules often target
sequences of multiple characters [154, p 349]. However, this algorithm was further
developed. The current version, called Metaphone 3, achieves an accuracy of 98% in the
task of word identification [154, p 350].

The choice of encoding algorithm depends on the task and the data. The algorithms
described above typically served the purpose of identifying names even when they were
misspelled. Also, the choice of encoding algorithm strongly depends on the language of
the data as encoding algorithms are tuned specific languages.
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Algorithm 3.1: SoundEx
Input: String s
Output: String t

1 Initialize d as a dictionary containing letter encodings;
2 Initialize r = [ ];
3 Declare prev;
4 s← upper(s);
5 for index← 0 to length(s)− 1 do
6 c← s[index];
7 p← d[c];
8 if index = 0 then
9 add c to r;

10 else if p and p 6= prev then
11 add p to r;
12 else if p = 0 then
13 p← null;
14 else
15 p← prev;
16 end
17 prev ← p;
18 end
19 t← join r to string;
20 if length(t) > 4 then
21 t← t[0 : 3];
22 else if length(t) < 4 then
23 for i← 1 to 4− length(t) do
24 t← t + “0”;
25 end
26 end
27 return t
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Keys Value Position
MAC MCC Prefix
KN N Prefix
K C Prefix
PH, PF FF Prefix
SCH SSS Prefix
EE, IE Y Suffix
DT, RT, RD, NT, ND D Suffix
EV AF Any
A, E, I, O, U, W A Any
Q G Any
Z S Any
M, KN N Any
K C Any
SCH SSS Any
PH FF Any

Table 3.4: Encoding Table for NYSIIS [154, p 347 f]
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Algorithm 3.2: NYSIIS
Input: String s
Output: String t

1 Initialize d as a dictionary containing letter encodings;
2 Declare t;
3 s← upper(s);
4 forall (key, value) in d where d.position = prefix do
5 if s starts with key then
6 replace key with value at index 0 in s
7 end
8 end
9 forall (key, value) in d where d.position = suffix do

10 if s ends with key then
11 replace key with value at index length(s)− length(key) in s
12 end
13 end
14 forall (key, value) in d where d.position = any do
15 if s contains key then
16 replace key with value in s
17 end
18 end
19 if s ends with “A” or “S” then
20 remove last character of s
21 end
22 forall vowel in s do
23 if subsequent character is “H” then
24 remove subsequent character from s
25 end
26 end
27 if s ends with “AY” then
28 replace suffix “AY” with “Y” in s
29 end
30 t = s;
31 if length(t) > 6 then
32 t← t[0 : 5];
33 end
34 return t
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CHAPTER 4
TMSIM-500 Dataset

In the course of this thesis, a dataset is created which contains data relevant to the
assessment of likelihood of confusion and double identity. The description of this dataset
is based on the structure found in existing literature, namely [21]. However, since the
TMSIM-500 dataset [63] is published in the context of this thesis, the sections summary,
conclusion, future work, informed consent statement, funding, institutional review board
statement, acknowledgments, conflicts of interest, and author contributions are omitted.

4.1 Data Description
The TMSIM-500 dataset [63] was obtained by manually extracting information from
previous EUIPO opposition decisions. The dataset consists of raw data (marks’ names,
images and goods and services) and likelihood of confusion factors that are similar to the
ones used in [52].

(a) 003172739_contested (b) 003172739_earlier

Figure 4.1: Example of Images contained in the Dataset

The dataset consists of the variables listed in table 4.1 and a folder containing the image
for each figurative mark in the dataset. Each image has a unique name based on its role
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in the respective opposition case indicated by the keywords “contested” and “earlier” as
can be seen in figure 4.1. Images in the dataset do not have a standardized format and
were not preprocessed. In total, 500 images are contained in the dataset.

Each opposition case consists of one or more comparisons of goods and services. Each
such comparison is regarded as one row in the dataset, resulting in 11815 rows in the
dataset. This means that on average one case deals with 23.63 contested goods or services.

Variable Type Description
1 Case ID text unique identifier for a case
2 Type categorical type of both trademarks
3 Contested Trademark text the contested trademark’s name
4 Earlier Trademark text the earlier trademark’s name
5 Visual Similarity categorical visual similarity of both signs
6 Aural Similarity categorical aural similarity of both signs
7 Conceptual Similarity categorical conceptual similarity of both signs
8 Degree of Attention categorical attention paid by target public
9 Distinctiveness categorical distinctiveness of the earlier mark
10 Contested Goods and Services text applicant’s good or service
11 Earlier Goods and Services text opponent’s goods and services
12 Item Similarity categorical similarity of goods and services
13 Opposition Outcome categorical outcome of the opposition case
14 Outcome categorical outcome for each contested item

Table 4.1: Overview of the Variables in the TMSIM-500 Dataset

4.1.1 Variables

Case ID: This variable serves as a unique identifier for a case. The Case ID is a 9-digit
number with two leading zeroes, making it necessary to be stored as a string. For
machine-learning tasks, the dataset should be split in a way that a case occurs in one set
only so that information leakage is avoided.

Type: The type can either be “word” or “figurative”. It indicates the types of both
of the marks that are subject to the respective case. In case the Type is “figurative”,
corresponding images can be found in the “images” directory.

Contested Trademark: The contested trademark holds the name of the mark whose
application is opposed. This field accepts any string.

Earlier Trademark: The earlier trademark holds the name of the mark on which the
opposition is based. This field accepts any string.
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Visual Similarity: Visual similarity describes the degree of similarity between the visual
representations of both marks which has been assessed in the corresponding opposition
decision. In case of two word marks this similarity is evaluated by comparing the two
marks’ names. For figurative marks, not the marks’ names but their images are compared.
This variable can hold one of eight different values which can be found in table 4.2 with
their respective meaning.

Aural Similarity: Aural similarity describes the degree of similarity between the
pronunciations of the two marks’ names which has been assessed in the corresponding
opposition decision. This variable can hold one of eight different values which can be
found in table 4.2 with their respective meaning.

Conceptual Similarity: Conceptual similarity describes the degree of similarity of
the perception of both marks which has been assessed in the corresponding opposition
decision. This variable can hold one of eight different values which can be found in table
4.2 with their respective meaning.

Value Description
NA similarity not assessed
0 dissimilar or comparison impossible
1 similar to a low degree
2 similar to at least a low degree or similar to an below-average degree
3 smilar to an average degree
4 similar to at least an average degree or similar to an above-average degree
5 similar to a high degree
6 identical

Table 4.2: Similarity Scores in the TMSIM-500 Dataset

Degree of Attention: The degree of attention describes how attentive the relevant
target public is when consuming goods and services that are subject to the respective
opposition case. It can hold one of three different values, namely 3 (average), 4 (average
to high), and 5 (high).

Distinctiveness: The distinctiveness describes the degree of distinctiveness of the earlier
mark. It can hold one of four values, namely 1 (very low), 2 (low), 3 (normal), and 4
(enhanced).

Contested Goods and Services: The contested goods and services is exactly one
product category for which the registration is opposed. This category is compared to all
the goods and services the opposition is based on. This variable can hold any string.

Earlier Goods and Services: This variable contains the goods and services on which
the opposition is based and that are the most similar to the contested goods and services.
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This variable can hold any string.

Item Similarity: The item similarity is the degree of similarity that was assessed in the
opposition decision between one category of contested goods and services and all of the
opponent’s goods and services. This variable can hold one of eight different values which
can be found in table 4.2 with their respective meaning.

Opposition Outcome: This variable holds the information found in the list view of [39].
The opposition outcome can be either “upheld”, “rejected”, or “partially upheld”. This
information is important as sometimes when the marks’ similarities are not sufficient
for likelihood of confusion the highest degree of item similarity is assumed for reason of
procedural economy.

Outcome: This variable says whether the opposition is upheld or rejected for a certain
contested category of goods and services. The outcome can be either “upheld” or
“rejected”. Predicting this variable is the goal of this thesis.

4.1.2 Value of the Data

The TMSIM-500 dataset provides information relevant to the examination of likelihood of
confusion and double identity in a structured format. This allows to evaluate techniques
to extract similarity scores from marks and their goods and services and to predict the
outcome for each contested category of goods and services. However, this dataset does
not provide information and knowledge for reasoning.

4.1.3 Data Statistics

Case Outcomes

(a) Case Outcomes (b) Outcome per Category

Figure 4.2: Proportion of Case Outcomes

Regarding the 500 cases in the dataset, the distribution of outcomes can be seen in figure
4.2(a). It can be seen that 39.5% of all cases were partially upheld. Since this dataset
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is made for classification on the level of categories of goods and services, however, the
outcome per category is important. These proportions are shown in figure 4.2(b).

Outcome Opposition-level Item-level
Word Figurative Total Word Figurative Total

Upheld 135 98 233 4,090 2,593 6,683
Rejected 40 76 116 2,425 2,707 6,683
Partially Upheld 75 76 151 0 0 0
Total 250 250 500 6,515 5,300 13,366

Table 4.3: Outcomes per Type of Mark and Comparison Level

In table 4.3 the proportion shown in figure 4.2 are shown in absolute numbers. It becomes
clear that removing the class label “partially upheld” leads to a finer granularity and
creates many more samples.

Value Distribution

Figure 4.3: Value Distribution for Categorical Variables

The distributions of categorical variables’ values are visualized in figure 4.3. It becomes
apparent that only two variables, namely visual similarity and aural similarity, are almost
equally distributed along the six scores. All other variables’ distributions are rather
skewed. Around 50% of the samples have a conceptual similarity of 0. This comes
from the fact that most marks are not related to concepts which makes the conceptual
comparison impossible.

The degree of attention was found to have only three possible values. Along these values,
the variable is centered around 4, meaning that the target public in around 50% of the
opposition cases is assumed to have an average to high degree of attention. A high degree
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of attention is found in less opposition decisions than an average degree of attention. The
earlier mark’s distinctiveness is almost always found to be 3, meaning normal. All other
values are outliers.

The item similarity is assumed to be very high in most cases. This distribution is,
analogous to conceptual similarity, skewed due to the examination procedure. In cases
where the signs are dissimilar, the goods and services are assumed to be identical for the
reason of procedural economy.

Correlations

Figure 4.4: Correlation Matrix for Categorical Variables

Figure 4.4 demonstrates the correlations between the categorical variables in the dataset.
It is important to note that a relatively strong correlation between visual similarity, aural
similarity, and conceptual similarity is expected as they originate from the same marks.
However, all other variables should not show strong correlation.
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Visual similarity and aural similarity show a relatively strong correlation of 0.79. These
similarity measures, however, show a rather weak correlation with the conceptual similarity.
This comes from the fact that in many cases the marks do not refer to a concept which
makes the comparison impossible, and thus the conceptual similarity is 0.

Another interesting observation is that visual similarity and aural similarity seem to be
negatively correlated to the item similarity. The reason for this correlation is that for
reason of procedural economy the goods and services are assumed to be identical. This
only happens, however, when the marks are similar to a sufficiently low degree. Thus, a
low similarity score lead to a high similarity score for goods and services.

Visual, aural, and conceptual similarity show a moderate correlation with the case
outcome. The item similarity, however, is rather uncorrelated.

Trademark Characteristics

Trademarks’ are compared by their names and, in case of figurative marks, by their
figurative representation. The distribution and ordering of characters in word marks
therefore has a strong impact on the visual similarity.

Statistic Value
Minimum 4
Maximum 64
Mean 15.588
Median 14
0.25-Quantile 11
0.75-Quantile 18
Standard Deviation 6.960
Variance 48.445

Table 4.4: Word Mark Lengths Distribution Table

As can be seen in table 4.4 and figure 4.5, there are no word marks that consist of less
than four characters. The longest word mark is 64 characters long. However, 50% of
all word marks are between 11 and 18 characters long. Word marks longer than 29
characters are considered outliers. Due to the number of word marks observed, these
outliers do not influence the mean a lot as the mean is quite close to the median.

Generally, there is no restriction to characters used in word marks. While the alphabet
for trademarks is indefinite, the characters found in the dataset and their occurrences
can be seen in figure 4.6. As it often does not matter whether characters are written in
lower or upper case, figure 4.7 shows how characters are distributed without considering
the character’s case. However, both distributions have the same shape, meaning that the
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Figure 4.5: Word Mark Lengths Distribution Boxplot

uppercase vowels “E”, “A” and “O” are the most frequent characters followed by “R” and
“I”. In both plots, “S”, “L” and “N” are the most frequent characters after “I”. Special
characters, except for whitespaces, are rather rare. Whitespaces are more frequent than
most letters, as many trademarks consists of multiple words separated by a whitespace.

Figure 4.6: Character Frequency Distribution in Word Marks (Case sensitive)

Characters can occur in any position of a mark. There might exist a bias towards certain
positions for specific characters. Figure 4.8 shows the positions for each case sensitive
character. The median for most characters’ positions is between five and ten. However,
there are also characters with odd distributions that can be found on the left side in
figure 4.8. It is important to note that most of the characters with a skewed distribution
do not occur frequently in the dataset. This means that their distribution would look
different if the sample size was increased.

Apostrophes appear rather at the end of a string as many word marks have a tailing “’s”,
denoting the genitive of a noun. While many characters have outliers in their distribution,
these outliers come from the distribution of word mark lengths. As most word marks have
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Figure 4.7: Character Frequency Distribution in Word Marks (Case insensitive)

less than 18 characters, it is obvious that there are not many instances where characters
can occur at a high index.

Figure 4.8: Character Position Distribution in Word Marks (Case sensitive)

Figure 4.9 shows the positions for each character without distinguishing between lower
and upper case. Apart from the fact that the alphabet is smaller, there are no remarkable
differences to 4.8.

Image Characteristics

TMSIM-500 contains images in the formats “.png” and “.jpg”. These images can be
either black and white or in color. Their size and aspect ratio, shown in figure 4.10, are
arbitrary. However, all images in the dataset are wider than they are high. In figure 4.10
a dense concentration in the left bottom corner can be seen, meaning that most images
appear to be less than 500 pixels wide and less than 300 pixels high.
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Figure 4.9: Character Position Distribution in Word Marks (Case inensitive)

Figure 4.10: Aspect Ratios of Images in the TMSIM-500 Dataset

4.2 Method

4.2.1 Data Acquisition

Opposition decisions were taken from [39] using the search criteria listed in table 4.5.

Cases were investigated in descending temporal order. Furthermore, cases had to satisfy
the following criteria.

• Both trademarks must have a name: This leads to a refusal of every case that
contains at least one mark with figurative elements only. Marks without name are
represented as “(Trade mark without text)”.

• Both trademarks must be of the same type: Each case must either compare
two figurative marks or two word marks. Regardless of the search criteria, the
marks’ types were double-checked on the first page of each opposition decision.
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Criteria Value
Judgment Date Before 25/08/2023
Decision Type Opposition Decisions
IP Right EUTM
Language English
Trade Mark Type Word or Figurative
Opponents Earlier Right Type Word or Figurative
Sort Results By Decision/Judgment Date Descending

Table 4.5: Search Parameters used for Dataset Creation

• The decision must be based on the assessment of likelihood of confusion
or double identity: Decisions based on the inadmissibility of an application or
an insufficient proof of use are not included in this dataset. Furthermore, decisions
fully based on norms other than Article 8(1) EUTMR are not considered.

• The decision must be available in English

• Images must be available for each figurative mark: In case of oppositions
with two figurative marks, images must either be available in the search result list
on [39] or in the opposition decision document. If no image is provided, the case
must be ignored.

4.2.2 Data Labeling

The dataset was created by extracting data manually from previous opposition decisions
that were selected according to the data acquisitions guidelines explained in section 4.2.1.
Data points were collected per opposition decision and each variable labeled separately.
In order to translate the degrees of similarity, attention or distinctiveness into categorical
scores, the dictionaries in section 4.1.1 were used.

4.3 Data Availability
The TMSIM-500 dataset [63] presented in section 4 is publicly available at https:
//doi.org/10.7910/DVN/PNFQLC.
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CHAPTER 5
Related Work

Likelihood of confusion and trademark law in general is a highly researched field. Research
done on this topic can either focus on the legal aspects or on the computer science aspects.

5.1 Related Work in the Legal Domain

Legal research like work done by Bartow [14] and [15], Lim [99], Bone [19], Upadhye
[150], Robins [131], Miaoulis and d’Amato [106], Olsen [117], Lemley and McKenna [93],
Martin and Boyd [103], Rosati [133], Reinhard [130], and Coffey [29], mainly explores the
factors of likelihood of confusion by analyzing case-law. These studies provide important
insights into what factors played what role in specific cases. This knowledge can then be
used to reason by analogy.

However, for the development of a machine learning model, a systematic empirical
analysis, like work done by Beebe [16] and Blum [17], would be needed in the field of
European trademark law, as the characteristics of one particular case should not influence
the model. Beebe and Blum did not investigate how factors relevant to likelihood of
confusion are assessed but rather in what way they contribute to the final outcome of
the case.

Beebe performed their empirical study on all reported federal district court opinions from
the years 2000 to 2004, resulting in a dataset of 331 opinions. This led to interesting
findings, such as that, even for complex decisions, there is only a low number of decision-
relevant factors, referred to as core attribute heuristic. Furthermore, decision trees based
on these factors [16, p 1606] [17, p 14] and correlation matrices [16, p 1613] [17, p 18 ff]
were developed. Beebe introduces a measure called multifactor stampede score, which
is the difference between the proportion of factors considered that favored a finding of
likelihood of confusion and the proportion of factors considered that did not favor a
finding of likelihood of confusion. This measure allows to compare the influence of factors
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between the different case outcomes. As a result, Beebe found that the distribution of
multifactor tampede scores strongly depends on the case outcome, which can be explained
by the status quo bias, meaning that the multifactor test must tilt strongly toward a
likelihood of confusion in order to justify such an intervention.

Blum repeated the experiments carried out by Beebe using cases from the years 1994
to 2008. However, many opinions were removed from the dataset to assure accurate
information, leading to final dataset of 206 opinions. The findings were mostly in line
with the original results obtained by [16]. Both research papers support that trademark
similarity is the most important factor in the multifactor test. However, Blum could not
find a difference in multifactor stampede scores for cases with different outcomes in their
data.

Since these findings are specific to law of the United States, they may not influence the
development of TrademarkML. However, TrademarkML will compute similar statistics
for data based on European trademark law.

In his book, Meitinger [105] explains how trademark applicants can search for similar
trademarks by using search engines [105, p 61 ff]. Still, these approaches require legal
knowledge to interpret the search results. For example, using the search engine “TMview”
[46], similar images can be queried in the database. however, the most similar trademark
might still not be similar enough to create a likelihood of confusion. Also, even if
stated otherwise in [105, p 64], the search for marks does not seem to be reliable. For
example, fuzzy search for “Frikawelle” does not list “FRIKALET” in its results and
“LEICA” is not found when searching for “Leica Geosystems AG”, although both pairs
of marks were subject to oppositions that were upheld due to likelihood of confusion.17

Thus, conventional methods for searching similar marks are not sufficient to reliably find
conflicting trademarks.

5.2 Related Work in the Domain of Computer Science

In the field of computer science, many different problems regarding likelihood of confusion
and trademark similarity have been addressed by computer scientists. The protocol for
the thorough search performed to find related literature that addresses the problem of
computing trademark similarities can be found in the appendix 9.

The comparison of methods, however, is difficult, since most methods are evaluated
on different data. Furthermore, the data used in research is often not published nor
referenced.

Most of the research on this topic addresses the problem as an image retrieval task as
can be seen in tables A2, A3, and A4. While this task is quite different to the case
classification task subject to this work, it also includes computing similarities between

17Opposition Decision of 12 June 2023, SFK Food A/S v European Convenience Food GmbH, B
003142616 and Opposition Decision of 27 June 2023, Leica Geosystems AG v Tang, Qi, B 003167556.
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trademarks. This means that methods for computing trademark similarities can be
employed in both tasks.

The task of content-based image retrieval (CBIR) has a rich, longstanding history in
research. It is about finding relevant items in a database based on intrinsic features of
items, like image similarity or semantic meaning of text. These aspects are also relevant
for the assessment of likelihood of confusion. Therefore, this branch of research is included
in the literature review.

In the context of CBIR, image similarity is subject to many research papers. However,
the methods to address this task have changed over time. Early research investigated
the performance of low-level and mid-level features that do not carry much semantic
information.

Vailaya et al. [152] proposed to extract edge directions obtained by using the Canny edge
dector and invariant moments, also called Hu moments, from images and then employ
parametric transformations so that the input is transformed to match the trademark it
is compared to. By optimizing these parameters, an energy measure is derived, which
then denotes the quality of match. Follow-up research by Ciocca and Schettini [28]
modified this approach by adding the mean and variance of subbands, computed using
multiresolution wavelet analysis, as features. This modification improved the retrieval
performance. Ravela and Manmatha [129] proposed to compare feature vectors, consisting
of the principal local curvatures, computed using the local derivatives from Gaussian
filtered images, and the phase, using normalized cross-covariance.

Eakins et al. [33] carried out a comparative study of several common shape-based de-
scriptors to retrieve similar figurative marks. In their experiment, whole-image matching
was compared to component-based matching. Whole-image feature sets consists of either
36 ART coefficients, seven normal moment invariants, or four affine moment invariants.
The component-based feature set consists of three simple descriptors, three Rosin de-
scriptors, eight Fourier descriptors, and the ratio of the area of each component to the
area of the largest component in the image. The conducted experiments demonstrate
that component-based matching of trademark images using boundary-based shape mea-
sures outperforms whole-image matching using region-based measures. However, for
whole-image matching, ART coefficients outperformed normal and the affine moment
invariants.

In contrast to Eakins et al., Hong and Jiang [67] propose a method combining region
feature extraction and contour feature extraction to compute two marks’ similarities.
The presented approach guarantees invariance under rotation, translation, and scaling by
normalizing. This is done by normalizing the images. First, the image is turned into a
binary image, meaning that its pixel values are either 0 or 1. Then, the center of the
object depicted in the image, defined by the point

Cm =
(

max(X)−max(X)
2 ,

max(Y )−max(Y )
2

)
, (5.1)
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is moved to the center

Ci =
(

N

2 ,
N

2

)
. (5.2)

This process is called position normalization. Then, the object is enlarged to fit the
image size. Finally, the object’s rotation is normalized using the image’s eigenvectors
which can be found using Hotelling transform. After these preprocessing steps, region
features are extracted by computing the smallest bounding circle that covers the object
in the image. This circle is then split into 200 equally sized regions. Each region is
then assigned a value based on whether a pixel of the object lays in that region or not.
Then, corners in the image are extracted with an enhanced SUSAN algorithm and turned
into contour features using the corner-to-centroid triangulations. Two trademarks are
considered similar if either their region features or their contour features are similar.

Since most research used binary images, shape and texture features are dominant in early
research. However, especially for trademarks, colors might contain important information.
Leng and Mital [94] therefore combine invariant moments with color histograms and
the image-to-background area ratio. This method was evaluated on a dataset of 100
images. Random instances were then scaled, rotated, and reshaped and used as input.
The accuracy was then evaluated based on the matches returned. According to Leng and
Mital, the method yields an accuracy of 95%.

Zeggari et al. [168] also proposed invariant moments and color histograms. The dataset
used in their study consists of 850 original logos. The sample size was artificially
increased by adding distored versions of some logos. The proposed method yields an
average precision of 62% and an average recall of 74%. The authors note that their
method does not support global noise. However, their method is stable under local
distortions.

In a more recent study, Pinjarkar et al. [125] use color histograms, color moments, and
color correlograms as color features, Gabor wavelet and Haar wavelet analysis as texture
features, and fourier descriptors as well as circularity features as shape features. This
method yields an average precision of 82% and an average recall of 83% on a dataset
consisting of 2000 logos.

Feng et al. [51] evaluate the performance of a method combining edge features, obtained
by using the Canny edge descriptor, and reversal invariant SIFT features, aggregated
using the Fisher Vector, on the METU v2 dataset [149]. METU v2 was published by
Tursun et al. and serves as a benchmark dataset. The proposed method using SIFT
achieved a normalized average rank of 0.083.

An even better performance is achieved by Perez et al. [122]. Their method uses the
VGG19 model to compute feature vectors. The similarity of these vectors is then
computed using cosine similarity. Multiple configurations were evaluated, however, the
best normalized average rank, 0.047, was achieved using a combination of two differently
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fine-tuned VGG19 models. This approach combines a model fine-tuned to measure visual
similarity and another model fine-tuned to measure conceptual similarity.

Similar experiments were carried out by Trappey et al. [147]. Their experiments were
evaluated on trademark infringement cases. However, the data used in the paper was not
published nor referenced. Different CNN architectures, namely AlexNet, Zfnet, SNNnet,
and an improved multi-layer siemese VGG16, were compared. According to Trappey
et al., the approached method for measuring image similarity yields an accuracy of 100%.
However, the evaluation is based on “cases related to image similarity” [147, p 11] and
no definition for such cases is given.

The same study also carries out experiments on aural similarity. A thorough comparison
between SoundEx, metaphone, double metaphone, and NYSIIS is carried out. The
distance between phonetic encodings is measured using a combination of the weighted
levenshtein distance and LCS. The results show that the double metaphone yields an
accuracy between 85.9% and 90.6%.

Anuar et al. [8] developed a model for making conceptual comparisons between trademarks
in order to find matching trademarks given a query to overcame the problem of synonymy
in traditional keyword-based searches. The model consists of two modules, an indexing
module and a retrieval model. The indexing module is an offline component that extracts
relevant conceptual features from trademarks stored in a database. It tokenizes the
words and uses knowledge sources to generate extract semantic information from the
respective tokens. The indexing module then stores the tokens along with their semantic
information. The retrieval module then handles input queries and processes them in
the same way the trademarks were processed. The conceptual similarity between the
query and the trademarks can then be compared and all trademarks with a conceptual
similarity above a specific threshold are then returned as relevant trademarks. Two years
later, Anuar et al. [9] published results from experiments performed after implementing
their formerly proposed model. The new algorithm also starts by tokenizing trademarks.
However, in contrast to the initial concept, it then extracts all synonyms, hypernyms,
and direct hyponyms of each token using the WordNet ontology. Then, each trademark
is stored with their respective features, consisting of its tokens and their synonyms. This
improves performance as the distance computation must then not be performed on the
whole database but only on those trademarks that share a concept. The similarity of a
trademark and a query can then be measured using the WordNet ontology with the Wu
and Palmer word measure. The proposed method yields an R-precision of 66%.

Trappey et al. [147] uses a word2vec model trained on data from Google News to compute
the semantic similarity of two strings. However, it is rather unlikely that a trademark
name is known to the model. For such cases, Trappey et al. propose to use a vector space
model that takes into account the frequency of occurrence, adjacent degree, and position
order of characters. This approach, however, does not measure the similarity of related
concepts anymore.

Liu et al. [100] also compared methods to classify marks as similar or dissimilar. Their
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experiments only consider Chinese word marks. Liu et al. propose a model combining
several embeddings on character-level. Characters are embedded using a pretrained
fastText model. The authors state that this embedding also contains semantic information,
however, it is important to note that there is no semantic information contained in one
single character in the English language. This means that the character embedding
approach will not be sufficient to compare two English words’ semantics. In addition to
the character embedding, Liu et al. propose a phonetic information embedding which
relies on Pinyin codes. This, again, is very specific to the Chinese language and cannot
directly be used for languages relying on the latin alphabet. The visual embedding of a
character is obtained by taking the mean of the embeddings of its radicals, which are
components of chinese characters. Furthermore, the method of Liu et al. encodes the
start and end position of each word as the position of a word can influence its meaning.
All these informations, the character embedding, the phonetic information embedding,
the visual information embedding, and the word segmentation, are computed for each
character of a word. Then, the cosine similarity between every character of each word is
computed. Row-wise and Column-wise max-pooling is then performed on the similarity
matrix and the position of the most similar character is stored, leading to two matrices,
one matrix A for the maximum value per row and one matrix B for the maximum
value per column. Two CNNs, CA and CB, are then fed with the position and the
corresponding similarity score of the respective matrix. The output is combined with a
softmax activation function.

Setchi and Anuar [139] developed a method for decision support using fuzzy logic to
aggregate the overall assessment. In their research, the authors combine already existing
methods to compute the visual, aural, and conceptual similarity of two trademarks with
the Mamdani fuzzy inference model. First, the similarity scores are fuzzified using five
triangular-based membership functions. Using 125 rules in total, five output scores can
be computed which are then aggregated and defuzzified. However, this method only
considers the marks’ similarity scores even though goods and services of the trademarks
are also important according to the interdependence principle.
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CHAPTER 6
TrademarkML

Trademark monitoring plays an important role for protecting trademarks as likelihood
of confusion is not assessed eo ipso. Current solutions to facilitate trademark moni-
toring are expensive and are often still based on manual work. Therefore, this thesis
introduces the concept of TrademarkML, a trademark management system to monitor
existing trademarks and trademark applications and to automatically detect conflicting
trademarks. The purpose of TrademarkML is to ensure legal certainty by comparing
trademarks using well-defined similarity measures and using transparent classification
models to make predictions.

6.1 Concept

TrademarkML is a system that holds trademark data and allows trademark owners to
be notified if the conflicting marks can be found in the European Union Trade Marks
Bulletin. Furthermore, it allows applicants to check if their mark conflicts with already
existing trademarks.

This basic functionality requires TrademarkML to integrate trademark and application
data from existing trademark databases like [40]. Then, the system processes the data to
obtain an external and an internal representation of trademarks, which are both stored.
The internal representation contains encodings that are computed from the trademarks,
like phonetic encodings or related concepts. The internal representation allows for a
better performance, since the computation of encodings is expensive.

The core of the system is the prediction module, which is triggered for each registration
and for each query. For each input consisting of similarity values between two internal
representations, a binary value is returned, which indicates whether there is a likelihood
of confusion between two marks and their goods and services or not. The output is
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computed using a machine learning model. Each conflicting mark is reported to the user
who can then decide whether or not they take further actions.

In contrast to existing solutions, results obtained by TrademarkML indicate a likelihood
of confusion. Also, state of the art methods to assess the similarity of two trademarks
are extended by also considering the similarity of the trademark’s goods and services.

6.2 Prediction Module

6.2.1 Concept

This thesis focusses on the prediction module and the internal representation of trademarks
in TrademarkML. The prediction module allows to train machine learning models and
evaluate their performance given a dataset of opposition decisions. The dataset used
in this thesis is presented in chapter 4. It then uses methods discussed in related work
presented in section 5.2 to encode the data and compute the distance between the
trademarks for each opposition decision. It then iterates over combinations of these
features to find the best model and feature combination. Combinations consist of at most
one feature per similarity type, like visual similarity or aural similarity. This means that
this process does not combine features that are supposed to measure the same aspect of
similarity.

Using this module, it is assured that experiments are carried out in the same way so
that they can be compared with each other. The experiment design is discussed in
section 6.2.2. By training multiple models, the best models can be found for specific
performance metrics, such as F1-score, recall, or precision. This allows users to choose a
model depending on how costly false negatives and false positives are for them.

6.2.2 Experiment Design

The prediction module runs experiments to find the best combination of features and
the best parameters for machine learning models. This section aims to document the
steps taken in the experiments. The dataset used in the experiments is presented in
section 4. All methods employed are listed in table 6.2. However, it is important to note
that shingle-based methods, like cosine, jaccard, n-gram, and q-gram, were used with a
sequence length of 2, 3, and 4 each. Furthermore, to compute aural similarity, phonetic
encodings were combined with string comparison methods. The mapping of a string to a
concept in the WordNet ontology is done by finding the closest concept in the ontology
using Levenshtein, cosine, and LCS.

Data Splitting

Since the dataset contains word marks and figurative marks, the first step is to separate
word mark samples from figurative mark samples. Both types of marks require their own
models as different features are computed for each type.
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Then, each of these subsets is split into two sets, a training and a test set. The training
set consists of approximately 80% of the samples while the test set consists of 20%. The
method for splitting the data into training and test set makes sure that samples belonging
to the same opposition case are contained in the same set. This behavior guarantees that
the data in test and training set are independent from each other.

Splits are created using the GroupShuffleSplit provided by sklearn with a seed of 42.
Although the grouping of samples is considered when splitting the data, the training and
the test set are rather balanced and do have a similar distribution of class labels as can
be seen in table 6.1.

Label Training Set Test Set
Absolute Relative Absolute Relative

Upheld 5,442 0.56 1,241 0.61
Rejected 4,353 0.44 779 0.39

Table 6.1: Class Distribution in Training and Test Set

Internal Representation

After splitting the data, trademark information is encoded for each sample and trademark.

1. Visual Encoding: Images of figurative marks are encoded by feeding them to
CNNs and using the output of the last fully connected layer. Three different CNNs
were compared, namely VGG16, VGG19, and ResNet50.

2. Phonetic Encoding: Trademark names are encoded using the double metaphone
algorithm and a slightly modified version of the metaphone 3 algorithm.

3. Concept Mapping: Trademark names are mapped to a concept by finding the
minimum distance to words in the WordNet ontology. The distance measures used
for this mapping are the Levenshtein distance, cosine and LCS.

4. Item Encoding: Goods and services of each trademark are embedded using
Google’s universal sentence encoder and fastText.

Feature Extraction

Features are extracted by comparing two trademarks and their goods and services using
different measures. 77 features are extracted from comparisons between word marks
and 56 features are extracted from comparisons between figurative marks. Each feature
corresponds to a similarity aspect that has to be measured for assessing likelihood of
confusion. This means that there are four categories of features. Within each category,
features relate to the same similarity factor.
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Since all features are computed directly from the trademarks and word marks and
figurative marks are subject to different models, there are no missing values after feature
extraction. This means that there is no need for deletion of samples or imputation of
values.

Method Use Reference
Levenshtein String Comparison Levenshtein et al. [97]
Normalized Levenshtein String Comparison Yujian and Bo [166]
Damerau-Levenshtein String Comparison Damerau [31]
Cosine String Comparison Trappey et al. [147, p 5]
Jaccard String Comparison Gali et al. [55, p 174]
N-Gram String Comparison Kondrak [83]
Q-Gram String Comparison Gali et al. [55, p 172]
Szymkiewicz-Simpson String Comparison Choi et al. [27, p 44]
Jaro-Winkler String Comparison Winkler [160]
LCS String Comparison Friedman and Sideli [53]
Metric LCS String Comparison Bakkelund [12]
Optimal String Alignment String Comparison Van der Loo et al. [153, p 116]
SIFT4 String Comparison Zackwehdex [167]
Sorensen String Comparison Sorensen [145]
Double Metaphone Phonetic Encoding Philips [123]
Metaphone 3 Phonetic Encoding Philips [124]
VGG16 + Cosine Image Similarity Panagiotis Kasnesis [118]
VGG19 + Cosine Image Similarity Panagiotis Kasnesis [118]
ResNet50 + Cosine Image Similarity Panagiotis Kasnesis [118]
WordNet + Wu-Palmer Concept Similarity Anuar et al. [8]
Sentence Encoder + Cosine Item Similarity Cer et al. [22]
fastText + Cosine Item Similarity Bojanowski et al. [18]

Table 6.2: Methods Employed for Trademark Distance Computation

Even though these methods work in different ways, there are interesting correlations
between these features. For example, most features concerning the visual similarity for
word marks are highly correlated as can be seen in figure 6.1. Some features are even
perfectly correlated, like optimal string alignment and Damerau-Levenshtein. Negative
correlations come from the fact that some features are distance measures and some
features are similarity measures. The Szymkiewicz-Simpson coefficient, referred to as
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overlap in the plot, is uncorrelated to the optical string alignment and sift features.

Figure 6.1: Correlation Matrix for Features concerning the Visual Similarity of Word
Marks

Since the correlation between these features is high, the dimensionality can be reduced
while preserving the explained variance in the lower dimensional feature space. This is done
using Principal Component Analysis (PCA) after scaling the data with the RobustScaler
implementation in sklearn. In fact, figure 6.2 shows that the first principal component
already explains almost 93% of the variance. The first two principal components cover
over 97% of the variance. However, as can be seen in figure 6.3, the selected features
for determining the visual similarity of word marks alone are not sufficient to reliably
distinguish between upheld and rejected oppositions. As can be seen in figure 6.5, taking
into account the three first principal components does not solve this problem. A cluster of
observation can still not be separated. This observation is in line with the interdependence
principle mentioned in chapter 2 as visual similarity alone is not sufficient to predict
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the case outcome. In figure 6.4, the first principal component of features concerning
the visual similarity of word marks is plotted against the respective similarity of goods
and services computed using fastText. The observations on the right side of the plot
are clearly separated. However, the two variables do not contain enough information to
separate the instances on the left side of the plot.

Figure 6.2: Explained Variance of the Principal Components of Features concerning
Visual Similarity of Word Marks

For figurative marks, there are only three features that concern the visual similarity.
Features extracted from VGG16 and VGG19 models have a high correlation of 0.9. The
feature computed using the ResNet50 model, on the other hand, shares a correlation
of 0.5 with the other two features, which is considered moderate. This observation is
not surprising when looking at the models’ architectures and the resulting activations
for different layers, as can be seen in appendix A. However, even though the activations
differ heavily between the VGG and the ResNet architectures, the resulting similarity
scores are apparently rather correlated.
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Figure 6.3: Scatterplot of the first two Principal Components of Features concerning
Visual Similarity of Word Marks

Figure 6.4: Scatterplot of the first Principal Component of Features concerning Visual
Similarity of Word Marks and the respective Similarity of Goods and Services computed
with fastText
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Figure 6.5: Scatterplot of the first three Principal Components of Features concerning
the Visual Similarity of Word Marks

Aural similarity is computed using a combination of a phonetic encoding and a string
similarity measure. Since phonetic encodings strictly follow substitution rules, the
correlation between features for aural similarity is also high. The correlations for these
features are shown in figure 6.6. The correlation matrix does not show a significant
difference between the two phonetic encodings. Even aural similarities of different
phonetic encodings correlate with each other. The reason for this observation is that the
double metaphone algorithm and the metaphone 3 algorithm have similar substitution
rules which result in a similar phonetic encoding for most trademarks.

Models

TrademarkML uses RFs and SVMs with a linear kernel as these models are performant
while also being interpretable [142, p 4831] [115, p 1429]. SVMs were restricted to a linear
kernel for performance reasons. As the number of training samples increases, repeated
hyperparameter tuning for non-linear kernels becomes unfeasible. Both classifiers are
used with a seed of 42. Furthermore, the linear SVM is used with a parameter that allows
the model to automatically choose whether to solve the dual or the primal optimization
problem. Other parameters are subject to the hyperparameter tuning process.
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Figure 6.6: Correlation Matrix for Features concerning Aural Similarity

Data Preprocessing

For all experiments, the target variable is binarized so that it can be used for binary
classification. The labels are transformed into values 0 and 1, depending on their string
value.

Since the RF classifier is scale-invariant, there is no need to scale the features beforehand.
For experiments using an SVM, however, scaling is performed. Each experiment is carried
out three times to compare different scaling methods. This increases the number of
models trained for SVM by a factor of three as can be seen in table 6.3.
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Feature Selection

In order to find the best feature combination to predict the likelihood of confusion, an
exhaustive comparison is performed between feature groups. This comparison also allows
to examine the influence of single features on the prediction performance. For each
combination of features, a model is trained from scratch and tuned to the respective
subset of the data. Then, its performance is evaluated on the independent test set. As
the features measuring visual and aural similarities were found to be highly correlated
within each group, the first principal component of each group was also used as a possible
feature in the exhaustive feature selection process.

Random Forest Support Vector Machine
Word Figurative Word Figurative

#Models 15,911 3,059 47,733 9,177

Table 6.3: Number of Models trained

Hyperparameter Tuning

Hyperparameter tuning is performed for each combination of features using the Grid-
SearchCV function by sklearn in combination with GroupShuffleSplit so that two splits do
not contain samples of the same opposition case. A 5-fold CV is performed. Estimators
are evaluated and compared on the validation set created during CV based on their
prediction accuracy. Each model has their own parameter grid.

For the RF classifier, the grid contains values for the maximum depth of each decision
tree (25, 50, or 75), the maximum number of features (log2 or sqrt), and the number of
decision trees (15, 20, or 50). The number of parameters for the linear SVM is much
lower. For the SVM only the regularization parameter C is tuned using the values 0.01,
0.1, 1, 10, and 100.
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CHAPTER 7
Results

In this chapter, results from the extensive evaluation performed from the prediction
module of TrademarkML are analyzed in two ways. The quantitative analysis reports
the numbers and compares methods solely based on their measured performance. The
qualitative analysis, on the other hand, focusses on aspects of the performance that the
quantitative analysis does not capture.

7.1 Quantitative Analysis
The experiments return four files, one file per classifier and type of trademark. The first
line of each file contains a reference to the best iteration based on the model’s prediction
accuracy on the test set. The performances reached by the best iterations are listed in
table 7.1.

Performance Metric Model
Word Mark Data Figurative Mark Data
RF SVM RF SVM

F1 Score 0.88 0.88 0.81 0.74
Accuracy 0.82 0.82 0.78 0.71
Precision 0.80 0.80 0.77 0.73
Recall 0.97 0.98 0.84 0.75
ROC AUC 0.73 0.73 0.77 0.71

Table 7.1: Performance of Classifiers with the highest Accuracy on the Test Set

For word marks, there is no significant difference between the two classifiers, RF and
SVM. For figurative marks, however, the RF classifier outperforms the SVM by 6.8% on
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average. Each iteration also returns the subset of features used. The features found for
the best performing models are shown in table 7.2.

Model Features
RF (word) Q-gram(n=2), Metaphone 3 + Cosine(n=4)
SVM (word) Sorensen, Metaphone 3 + LCS, WordNet + Cosine
RF (figurative) ResNet50, Double Metaphone + Cosine(n=2), WordNet + Cosine
SVM (figurative) VGG19, Metaphone 3 + Cosine(n=2), WordNet + Levenshtein,

Google Universal Sentence Encoder, Normalized

Table 7.2: Features leading to the best Accuracy per Model

Figure 7.1: Confusion Matrix: RF for
Word Marks

Figure 7.2: Confusion Matrix: SVM for
Word Marks

Figure 7.3: Confusion Matrix: RF for
Figurative Marks

Figure 7.4: Confusion Matrix: SVM for
Figurative Marks

Confusion matrices can be constructed using the ground truth and the predicted labels.
Figures 7.1 and 7.2 show the confusion matrices of the two tuned models on word mark
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data. Figures 7.3 and 7.4 show the same metric for figurative mark data. ROC-Curves
and precision-recall-curves are shown in appendix 9.

7.2 Qualitative Analysis

As can be seen in table 7.2, the chosen models were more performant on word mark
data. However, no significant difference in performance is observed between the RF
and the SVM classifier on word mark data. For figurative marks, on the other side, the
performance strongly depends on the model. The RF classifier outperforms the SVM in
all aspects by 6.8% on average.

For both use cases, trademark monitoring and similarity search for earlier trademarks,
the recall of the final model is the most important metric, as false negatives can lead to
legal consequences. false positives, on the other hand, lead to higher costs, as manual
work and expert knowledge is required to distinguish relevant from irrelevant results.
Furthermore, relying on false positives can lead to procedural costs.

7.2.1 Models for Word Mark Data

Figures 7.1 and 7.2 show that the SVM is more likely to predict the class label “upheld”
than the RF on word mark data. Since recall is the most important performance metric
for the previously defined use cases, the SVM is considered to perform slightly better
than the RF. However, both models are biased towards positive predictions, leading to a
high number of false positives. The recall-precision curves are shown in the figures A1
and A2. With an average precision of 80%, the RF yields a slightly better ratio of true
positives to false positives.

The learning curves of both models are visualized in figures A5 and A6. Both plots show
that the training accuracy is much higher than the validation accuracy. This means that
both models are overfitting. While the validation accuracy slightly increases with sample
size in figure A5, the validation accuracy stagnates at a validation set size of around 60%.
After hyperparameter optimization, both models, however, show a higher test accuracy
than validation accuracy.

RFs allow to inspect the feature importance. For the best performing RF on word mark
data, the feature importance is shown in figure 7.5. Interestingly, the feature for visual
similarity has an importance of over 84% while the feature for aural similarity contributes
to not even 16%.

Furthermore, the linear SVM also allows to inspect the feature importance by analyzing
its weights [61, p 7 ff]. The magnitude of a feature’s weight corresponds to its importance.
For word mark data, the optimized SVM has the weights

w = [0.1369, −0.0327, 0.4500], (7.1)
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Figure 7.5: RF for Word Mark Data: Feature Importance

Figure 7.6: SVM for Word Mark Data: Coefficients

which are visualized in figure 7.6.

Interestingly, the conceptual similarity of trademarks is the most important feature for
the SVM classifier. This observation is not in line with the ground truth, as conceptual
similarity often can not even be assessed and, therefore, does not contribute to the global
assessment. However, conceptual similarity might be correlated to visual similarity in
some cases, like “SHAMAN” and “SHAMAN’S” in opposition case 003179493.

On the test set, the prediction of the two models differ in six opposition cases with a

68



7.2. Qualitative Analysis

total of 171 contested goods and services. Interestingly, for all those cases, the aural
similarity used for the RF classifier is 0.0.

Both models, RF and SVM, do not consider the similarity of goods and services. This
makes it impossible to make correct predictions for partially upheld oppositions. For
example, both classifiers fail to correctly predict opposition case 003159285. This case
deals with seven goods and services that conflict with the earlier marks’ goods and
services and nine goods and services for which no likelihood of confusion exists.

Also, the RF classifier shows unexpected behaviour for some instances. Opposition
case 003097006 deals with the trademarks “JOY” and “PROFUMI DI PANTELLERIA
JOYANN”. For this case, the visual distance is 26 and the aural similarity is 0.0, using the
q-gram feature with n=2 and the metaphone 3 phonetic encoding with a cosine similarity
with n=4. Even though these features indicate a very high distance, the model predicts
that a likelihood of confusion is given. While it is clear that these two features alone
cannot lead to satisfactory results, a higher distance between trademarks should not lead
to the prediction that there is a likelihood of confusion if a smaller distance can yield the
opposite result.

Figures A9, A10, and A11 show the decision boundaries for the optimized SVM model
for word mark data. These boundaries indicate that the model is biased towards positive
predictions. The boundary between visual and aural similarity, shown in figure A9, could
be improved by making it more sensitive to changes in the visual similarity. The other
two decision boundaries seem to work well for test data, considering that the data cannot
be linearly separated.

7.2.2 Models for Figurative Mark Data

As shown in table 7.1, the model selection makes a significant difference for predicting
figurative mark data. The SVM classifier predicts both more false positives and more
false negatives on the test set.

Intestingly, both models consider more features than when optimized for word mark data.
Figures 7.7 and 7.8 show the feature importance for each model. The RF is the only
model that uses the double metaphone algorithm.

The SVM is the only model that utilizes a feature that measures the similarity of goods
and services. Interestingly, its feature for visual similarity has the lowest impact on its
predictions and its feature for aural similarity has the strongest impact. The coefficients
are

w = [0.0661, 0.5889, 0.4431, 0.1897]. (7.2)

Figures A7 and A8 show the learning curves for both models. The training accuracy for
the RF classifier is much higher than its validation accuracy for any sample size. The
model is therefore heavily overfitting. The SVM also has a higher training accuracy.
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Figure 7.7: RF for Figurative Mark Data: Feature Importance

Figure 7.8: SVM for Figurative Mark Data: Coefficients

However, the gap between training accuracy and validation accuracy is not as big as for
the RF.

Figures A12, A13, A14, A15, A16, and A17 show the decision boundaries for the optimized
SVM model for figurative mark data. In contrast to the decision boundaries in appendix 9,
this SVM model considers the similarity of goods and services. This allows to inspect
the decision boundary along that variable.
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In fact, the SVM classifier for figurative mark data is the only model that can predict likel-
hihood of confusion for each single contested good or service. For case number 003170664,
the model predicted a likelihood of confusion for all contested goods and services except
for “preparations based on cereals”, as its similarity to the earlier trademark’s “Flour
and preparations based on cereals; bread, pastry and confectionery products; yeast,
baking powders” is 81% using the Google’s universal sentence encoder. However, for
“preparations based on cereals” the opposition is actually upheld. For other samples from
case number 003170664, namely “aromatic preparations for pastries” and “flavourings
for cakes”, the model predicts the existence of likelihood of confusion, even though the
opposition is rejected for these goods and services.

7.2.3 Impact of Feature Selection

The exhaustive feature selection process in these experiments allow to compare the
performance of each feature separately within each feature group. The average F1-score
of each feature and model is shown in appendix 9.

However, there is no pattern in the data. Instead, there are many interesting findings
that do not seem to be correlated between experiments.

Word Mark Data

Most features for visual similarity yield an average F1-score of 70% to 80% for both
models, RFs and SVMs. The Szymkiewicz-Simpson coefficient with n=2 and n=3,
however, lead to a lower average F1-score of 65% to 68% for SVMs. For both models,
the Q-gram similarity achieves the best performance.

For RFs, no significant differences in the average performance between aural similarity
features can be observed. Interestingly, the first principal component of all features
using the metaphone 3 algorithm achieves, on average, the second best F1-score and
outperforms each single feature computed using the metaphone 3 algorithm. However,
the best performing feature is the Jaccard index with n=2 on the phentic encoding
produced by the double metaphone algorithm.

SVMs, on the other hand, are slightly more sensitive to the selection of aural similarity
features. Most features achieve an average F1-score of 80%. Analogous to the visual
similarity features, the combination of the Szymkiewicz-Simpson coefficient and the meta-
phone 3 algorithm yields the lowest average performance. The best average performance
is achieved using the Q-gram similarity with n=4 and the metaphone 3 algorithm.

For both models, the selection of conceptual similarity feature does not have a strong
impact on the prediction performance. For SVMs, the average performance is actually
best without any features of that feature group. RFs, on the other hand, perform best
using cosine similarity to map trademark names to the WordNet ontology.

For RFs, there is no significant difference between Google’s universal sentence encoder and
fastText. Also, these two features do not decrease the variance of the average prediction

71



7. Results

performance. However, without these features, many more outliers on the lower end can
be observed. This is different for SVMs. Google’s universal sentence encoder decreases
the average performance significantly, while fastText and omitting features of this feature
group achieve the same average F1-score of almost 80%.

Figurative Mark Data

Interestingly, the feature extracted from the ResNet50 leads to the best performance
in RFs but performs worst for SVMs. On average, SVMs perform best without any
image similarity feature. However, both, the VGG16 and the VGG19 model, return a
visual similarity that yields a performance close to the performance achieved without
any visual similarity features. In fact, in some iterations, the VGG19 feature performs
best. For this reason, it is used for the optimized model, as shown in table 7.1. This
means that, generally, image similarity features introduce non-linearity, which cannot be
handled by an SVM with a linear kernel. In combination with other features, however,
linear separability can be improved. For both models, the first principal component of
all features related to visual similarity yields a relatively poor performance, compared to
other features.

Another interesting observation is that for RFs there is no significant difference in the
features for aural similarity. Still, on average, features using the double metaphone
algorithm achieve the best performance. For SVMs, however, the metaphone 3 algorithm
leads to a significantly better F1-score.

For both, SVMs and RFs, the cosine similarity and the LCS perform best for mapping
trademarks to the WordNet ontology. These features lead to a significant improvement
for SVMs. However, for RFs, omitting these features does not have a strong impact on
the average F1-score.

Google’s universal sentence encoder and fastText improve the average performance of
RFs and SVMs. For both models, fastText yields an average performance with a much
lower variance than using Google’s universal sentence encoder or omitting features of
this feature group.

7.2.4 Bias and Limitations

The selection process of the data imposes selection bias in the data. This means that
the models are trained only on trademarks that were similar enough to be subject to
opposition cases. However, the use case of the model is also to compare completely
different trademarks. Furthermore, the data only consists of 500 opposition cases. This
sample size is high compared to the sample size used in related works. However, compared
to the variance expected in production data, the sample size is relatively low.

The resulting models are limited to the features listed in table 6.2. Different models
could improve the models’ performances. The same applies for scaling methods employed
for SVMs. Also, regardless of the method used for mapping trademarks to the ontology,
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the features for conceptual similarity strongly depend on the WordNet ontology. Thus,
using another ontology could also improve the models’ predictions.

Another limitation is that the models are only applicable to marks with a textual
representation. Figurative marks without a name cannot be processed, as a character
sequence is needed for the phonetic comparison.

Overall, the optimized models are biased towards false positives. Consequently. the vast
majority of trademarks creating a likelihood of confusion is detected. However, around
20% of these predictions are wrong. Still, these models can help reduce the number
of comparisons needed for identifying conflicting trademarks in the task of trademark
monitoring.

73





CHAPTER 8
Conclusion

Many different methods to compare trademarks on a visual, aural, and conceptual level
were developed over time. However, existing solutions to compare trademarks do not
take into account the similarity of goods and services. The current literature does not
assess datasets that contain partially upheld positions. If such datasets were taken into
account, they would show the necessity of considering this similarity aspect.

Using state-of-the-art methods from existing literature and a novel approach for computing
the similarity of goods and services using text embeddings, the prediction of likelihood of
confusion works reasonably well on trademark level. The best models found in this thesis
achieve an F1-score of 88% for word marks and 81% for figurative marks on independent
test data. The even higher recall of 98% for word marks and 84% for figurative marks
means that false negatives are rather unlikely. Furthermore, a precision of 80% for word
marks and 77% for figurative marks is achieved.

For word mark data, the optimized SVM achieves the best performance by making
predictions based on the Sorensen-Dice coefficient, the LCS on the phonetic encoding of
the trademark using the metaphone 3 algorithm, and the Wu-Palmer similarity between
nodes in the WordNet ontology, to which the trademarks were mapped using cosine
similarity.

For figurative marks, on the other hand, RF outperforms SVM. The best performance is
achieved by using the similarity extracted with the ResNet50 model, the cosine similarity
on the phonetic encoding of the trademark using the double metaphone algorithm, the Wu-
Palmer similarity between nodes in the WordNet ontology, to which the trademarks were
mapped using Levenshtein distance, and the similarity of goods and services, computed
using Google’s universal sentence encoder.
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Overall, the classifiers perform better on word mark data by 6.8% on average for each
metric. Interestingly, top-performing models do not make use of the similarity of goods
and services, even though partially upheld oppositions are contained in the dataset.

The results show the need for a larger dataset and more meaningful features. Even though
the performance achieved by TrademarkML is quite good, the qualitative analysis proves
that the basis on which the predictions on trademark level are made are not completely
in line with the examination guidelines for likelihood of confusion, as the predictions for
word marks mainly depend on the conceptual similarity of the marks.

Future research is therefore needed to establish a data mining process for trademark
opposition decisions and develop new methods for extracting meaningful features.
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CHAPTER 9
Summary

Over the past years, the number of trademark application has risen continuously. To make
it easier for trademark owners to protect their trademark’s territory and for trademark
applicants to know if their trademark is likely to be refused, an automated and reliable
tool is needed to compare two trademarks and their respective goods and services. Most
of the existing services offering a similarity search just consider the spelling of the
trademarks names, which is insufficient to assess likelihood of confusion.

For this reason, this thesis introduces the concept of a trademark management system,
TrademarkML. TrademarkML faciliates tasks like trademark monitoring and searching
for conflicting trademarks by automatically classifying trademark pairs.

This thesis attempts to implement and evaluate the prediction module of TrademarkML.
To train the models used by TrademarkML, the dataset TMSIM-500 is used. This dataset
consists of data from 500 opposition cases taken from the EUIPO database [39]. The
predictions are based on state-of-the-art features known from existing literature. For
measuring the visual similarity of two trademarks, string comparison methods, such as
the Levenshtein distance or cosine similarity, are employed for word marks and features
extracted by CNNs are used for figurative marks. Aural similarity is computed by using
the same string similarity methods as for computing visual similarity on the phonetic
encoding of the trademarks’ names. Conceptual similarity is derived by mapping the
trademarks’ names to nodes of the WordNet ontology using three string comparison
methods - LCS, cosine, and Levenshtein - and then computing the Wu-Palmer similarity
between the two nodes. The similarity between goods and services is computed using
Google’s universal sentence encoder and fastText.

RFs and SVMs with a linear kernel are then optimized by performing an exhaustive
feature selection that iterates over all feature combinations. For each feature combination,
the model’s hyperparameters are tuned on a 5-fold CV using 80% of the data. Each fold
uses 80% of that data for training data and the remaining data as validation set.
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9. Summary

The results show that for word mark data the optimized SVM achieves the best perfor-
mance by making predictions based on the Sorensen-Dice coefficient, the LCS on the
phonetic encoding of the trademark using the metaphone 3 algorithm, and the Wu-Palmer
similarity between nodes in the WordNet ontology, to which the trademarks were mapped
using cosine similarity. For figurative marks, on the other hand, RF outperforms SVM.
The best performance is achieved by using the similarity extracted with the ResNet50
model, the cosine similarity on the phonetic encoding of the trademark using the double
metaphone algorithm, the Wu-Palmer similarity between nodes in the WordNet ontology,
to which the trademarks were mapped using Levenshtein distance, and the similarity of
goods and services, computed using Google’s universal sentence encoder.

The best models achieve an F1-score of 88% for word marks and 81% for figurative marks,
a recall of 98% for word marks and 84% for figurative marks, and a precision of 80% for
word marks and 77% for figurative marks. Overall, classifiers perform better on word
mark data by 6.8% on average for each metric.

None of the top-performing models uses a feature for meaning the similarity of goods
and services. This makes it impossible to correctly predict partially upheld oppositions.
A larger dataset and more meaningful features are required to overcome this issue.
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Appendix

Appendix A: CNN Activations
The images below show the activations for the VGG16, the VGG19 and the ResNet50
model (from left to right) using the image “002173717_contested.png” from the TMSIM-
500 dataset. The first row shows the input for each model. Each following row shows the
output of a convolutional block.
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Appendix B: Literature Review Protocol
This protocol is part of the systematic literature review performed to find existing
methods for computing trademark similarities so as to answer RQ1. For the sake of
reproducibility, the search operations and the selection of literature is documented in
this protocol according to the guidelines defined by Kitchenham and Charters [81].

This literature review only considers studies that compare similarity measures on trade-
mark data or introduce new methods to measure the similarity of word or figurative
marks. Trademark data is not restricted to European trademark law. However, studies
need to be in German or English and must be linked to a digital object identifier in order
to be considered in this literature review. Furthermore, results are excluded from the
review if they are not complete papers, like published abstracts.

Table A1 lists the queries and the respective search results. Search results that are in line
with the inclusion criteria are listed in tables A2, A3, and A4. Search results excluded
from the literature review are shown in table A5 with a note of why the result is excluded.

Tables A2, A3, and A4 contain the similarity aspect related to the problem addressed in
the work, the proposed method, the related task, and the data used. In these tables, V,
A, and C refer to visual, aural and conceptual similarity. The aspect “global” refers to
the global assessment.
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Appendix C: ROC Curves and Recall-Precision Curves

Figure A1: ROC Curve and Recall-Precision Curve: RF for Word Marks

Figure A2: ROC Curve and Recall-Precision Curve: SVM for Word Marks
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Figure A3: ROC Curve and Recall-Precision Curve: RF for Figurative Marks

Figure A4: ROC Curve and Recall-Precision Curve: SVM for Figurative Marks
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Appendix D: Learning Curves

Figure A5: Learning Curves: RF for Word Marks

Figure A6: Learning Curves: SVM for Word Marks
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Figure A7: Learning Curves: RF for Figurative Marks

Figure A8: Learning Curves: SVM for Figurative Marks
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Appendix E: SVM Decision Boundaries for Word Mark
Data
Figures A9, A10, and A11 show the decision boundaries for the optimized SVM model
for word mark data. Since this model operates on three features, the hyperplane cannot
be visualized in one two-dimensional plot. Therefore, each figure shows the decision
boundary for two variables only.

Figure A9: SVM for Word Mark Data: Decision Boundary for Visual Similarity and
Aural Similarity

121



Figure A10: SVM for Word Mark Data: Decision Boundary for Visual Similarity and
Conceptual Similarity

Figure A11: SVM for Word Mark Data: Decision Boundary for Aural Similarity and
Conceptual Similarity
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Appendix F: SVM Decision Boundaries for Figurative Mark
Data
Figures A12, A13, A14, A15, A16, and A17 show the decision boundaries for the optimized
SVM model for figurative mark data.

Figure A12: SVM for Figurative Mark Data: Decision Boundary for Visual Similarity
and Aural Similarity

Figure A13: SVM for Figurative Mark Data: Decision Boundary for Visual Similarity
and Conceptual Similarity
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Figure A14: SVM for Figurative Mark Data: Decision Boundary for Visual Similarity
and Item Similarity

Figure A15: SVM for Figurative Mark Data: Decision Boundary for Aural Similarity
and Conceptual Similarity
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Figure A16: SVM for Figurative Mark Data: Decision Boundary for Aural Similarity
and Item Similarity

Figure A17: SVM for Figurative Mark Data: Decision Boundary for Conceptual Similarity
and Item Similarity
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Appendix G: Feature Performances
This section contains plots that compare the average F1-score achieved by every feature
within a feature group. For SVMs, this comparison also includes scaling methods.

RF on Word Mark Data

Figure A18: RF on Word Mark Data: Average Performance of Features for Visual
Similarity

Figure A19: RF on Word Mark Data: Average Performance of Features for Aural
Similarity

126



Figure A20: RF on Word Mark Data: Average Performance of Features for Conceptual
Similarity

Figure A21: RF on Word Mark Data: Average Performance of Features for Similarity of
Goods and Services
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RF on Figurative Mark Data

Figure A22: RF on Figurative Mark Data: Average Performance of Features for Visual
Similarity

Figure A23: RF on Figurative Mark Data: Average Performance of Features for Aural
Similarity
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Figure A24: RF on Figurative Mark Data: Average Performance of Features for Concep-
tual Similarity

Figure A25: RF on Figurative Mark Data: Average Performance of Features for Similarity
of Goods and Services
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SVM on Word Mark Data

Figure A26: SVM on Word Mark Data: Average Performance of Features for Visual
Similarity

Figure A27: SVM on Word Mark Data: Average Performance of Features for Aural
Similarity
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Figure A28: SVM on Word Mark Data: Average Performance of Features for Conceptual
Similarity

Figure A29: SVM on Word Mark Data: Average Performance of Features for Similarity
of Goods and Services
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Figure A30: SVM on Word Mark Data: Average Performance of Scalers

SVM on Figurative Mark Data

Figure A31: SVM on Figurative Mark Data: Average Performance of Features for Visual
Similarity
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Figure A32: SVM on Figurative Mark Data: Average Performance of Features for Aural
Similarity

Figure A33: SVM on Figurative Mark Data: Average Performance of Features for
Conceptual Similarity
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Figure A34: SVM on Figurative Mark Data: Average Performance of Features for
Similarity of Goods and Services

Figure A35: SVM on Figurative Mark Data: Average Performance of Scalers
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