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Abstract

Development of the artificial intelligence has been on the rise for the last decade, despite the two AI Winters in the twentieth century. AI systems accompany humans on every step, from assisting them in daily tasks to just entertaining them. However, AI is also being deployed in more critical fields, such as autonomous driving, predictive policing, well-fare, finance, and many others. Operators of these systems incorporate the decisions of intelligent systems in their own decision making, which means that such system’s decision has a direct impact on the society. To maximize the effect and to ensure that the system does not harm the society and does not cause harm, AI governance on a large scale is necessary. The institutions of the European Union face a challenge to create legal frameworks that would directly address these issues and enforce responsible AI development. To create an environment where a user can fully rely on artificial intelligence, designers, developers, and deployers of the AI must follow the principles of transparency, accountability, lawfulness, ethics and trustworthiness, and to make these systems understandable to the users. Such governance does not only depend on the organizational measures, but also the advancements of the technology. As an example, to explain black box systems and to provide insights into their decision making, other algorithms can be applied to accomplish this task. This work analyzes the principles of responsible AI development and its challenges. Furthermore, the initiatives of the EU’s institutions are analyzed from the perspective of these principles.
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CHAPTER 1

Introduction

"Danger is not AI taking over the world, but misuse and failures."

Prof. Dr. Virginia Dignum
Chair of Social and Ethical Artificial Intelligence Department
of Computer Science, UMEA University

1.1 Problem

Since the 1930s, when Alan Turing defined an abstract computing machine, also known as a universal Turing machine, the AI development has experienced its ups and downs.\(^1\) The research in the AI field experienced its First Winter in 1973, when many research activities and investments in this field were stopped mostly because the AI did not deliver the promised impact.\(^2\) Some research continued, but the Second AI Winter happened later in 1988, again for the similar reasons of over-promising by the developers and researchers, high expectations from users, and huge media propaganda.\(^3\)


\(^3\)Ibid.
1. Introduction

Nevertheless, the research did not stop completely, and the AI development advanced. Nine years later, after the Second AI Winter, a supercomputer defeated the world champion in chess, Garry Kasparov.\(^4\)

Despite this winding curve of the AI development, the AI has been on the rise for a decade.\(^5\) AI systems accompany the society on every step of the way. As it is applied in different scenarios, the artificial intelligence impacts the daily lives of humans. From helping doctors to diagnose diseases with high accuracy, detect frauds in welfare, to just serve the end-users in the form of voice assistant, AI is widely applied to support human decision making.

In the analogy where a human decision-maker takes into account his or her assistant’s suggestion, the decision-maker must find both the suggestion and the person who suggests it trustworthy. First, they must comply with the fundamental principles, be it ethical or legal principles. Second, it is useful if the decision-maker understands the reasoning behind each suggestion. If the decision-maker does not have access to the explanation but only to the given suggestion, such suggestion becomes a worthless piece of information because it does not have any value without the context. Additionally, if a decision proves to be wrong, there must be an entity responsible for the consequences.

Now, if the term assistant is substituted by AI system in the aforementioned example, it is obvious that there is an emerging need to understand the reasoning behind system’s prediction and the factors taken into account. It is necessary that these systems comply with laws and fundamental values and that there is always one entity, be it a natural or juridical person, that is held liable for the potential harm caused by an AI system. Furthermore, all the efforts to develop an AI systems are redundant if the system is not trustworthy and the user cannot rely on it. To overcome these challenges and to eliminate the negative consequences of misuse and failure of AI systems, principles of Responsible AI shall be employed in every step of the product development life-cycle.

The AI-based products shall be developed with the responsibility in mind. However, expecting this responsible approach from every designer, developer, and deployer of the artificial intelligence would not be a sufficient safeguard to ensure that every high-risk AI system employs the Responsible AI principles.

Therefore, a large scale AI governance is necessary. One way to govern AI on a large scale is to put a legal framework in place that would be effective in every Member State of the European Union. A legislation proposal on AI is due in the first quarter of 2021, which is two months after completing this work.\(^6\)

---


1.2 Objective & Motivation

The aim of this bachelor’s thesis is to research Responsible AI, its principles, and challenges connected to the design, development, and deployment of the systems powered by AI. One of the crucial principles of Responsible AI is understandability, which heavily depends on the scientific research in the machine learning field. This work aims to look closely at each of the Responsible AI’s principles, its challenges and present the latest development in the field. In the second phase, this work reviews the approach of the European Union’s institutions towards Responsible AI governance.

Thus, the research question of this thesis is defined as follows:

- What are the challenges of the design, development, and deployment of the Responsible AI?
- How is the European Union adjusting to the advancements of artificial intelligence and to the emerging need to govern this powerful technology on a larger scale?

1.3 Approach

To answer the above-stated research questions, the author analyzes the currently effective legislation acts of the European Union. These acts, to a certain extent, govern the development of Responsible AI, although artificial intelligence was not as widely applied as nowadays, at the time when these acts were formulated.

To objectively assess the impact of artificial intelligence on the society and to showcase the necessity of the Responsible AI, the Chapter 4 showcases both positive and negative instances of the deployment of AI systems.

After the legal frameworks and the urgency to govern AI are presented, the Chapter 5 defines principles of Responsible AI, which shall be an integral part of the emerging technology’s product development life-cycle. The chapter summarizes each of the principles; however, it focuses on understandability, accountability, and transparency.

Finally, the Chapter 6 summarizes the milestones of the AI governance in the European Union by reviewing the existing statements and reports of the EU’s institutions. The goal of this chapter is to assess the readiness of the EU to engage in public discussion with relevant stakeholders and to implement the feedback from the public discussions. Furthermore, the chapter observes what does it take to assure that the first legislative proposal on AI in the history of the European Union is going to be of high quality and based on decisions informed by opinions, experiences, and suggestions of the leading experts in the field.
Introduction to Artificial Intelligence

With the increasing advancements of Artificial Intelligence (AI) and its contribution to the society and economy, it is clear that research and development of this powerful technology must be fostered and supported by both domestic governments and international bodies, such as the institutions of the European Union. For organizations dealing with vast amounts of data, the artificial intelligence presents a tool of strategic importance. Mainly, it is advantageous when analyzing the past events (in terms of user behavior, medical records, stock market, and other use-cases) to predict the future. Due to the capability of intelligent systems to learn from giga- to terabytes of data, such systems are better at understanding patterns and relations between data points than human minds.

This chapter aims to provide a high-level understanding of artificial intelligence. In the field of AI, different approaches to learning have been developed that are of advantage in different context. In recent years, the development of deep neural networks has been on the rise, additionally to the standard statistical methods used in machine learning.

The objective of this work is to address the applied artificial intelligence itself rather than the formal algorithmic research in the AI field. Therefore, this chapter discusses the seven patterns of the AI to draw an understanding of its application and common use-cases.
2. Introduction to Artificial Intelligence

2.1 Definition

To provide equal understanding to both non-technical and technical readers, it is necessary first to define the term Artificial Intelligence. In this paper, the definition of the AI follows the definition proposed within the European Commission’s Communication on AI:

"Artificial intelligence (AI) refers to systems that display intelligent behavior by analyzing their environment and taking actions – with some degree of autonomy – to achieve specific goals. AI-based systems can be purely software-based, acting in the virtual world (e.g., voice assistants, image analysis software, search engines, speech and face recognition systems) or AI can be embedded in hardware devices (e.g., advanced robots, autonomous cars, drones, or Internet of Things applications)."

From the perspective of the intelligent system’s capabilities, AI can be categorized into the following categories:

**Artificial Narrow Intelligence (ANI)** is a term used to describe intelligent systems designed to handle a specific task. They address a concrete problem, such as language translation, playing computer games or image and pattern recognition. An example of such an application is the self-driving car, voice assistants, or real-time translator.

**Artificial General Intelligence (AGI)** is a term that describes a system with comprehensive knowledge and cognitive computing capabilities that allow the system to operate beyond the scope of a specific task (in comparison to ANI) while its performance is indistinguishable from that of a human. It is difficult to predict when the break-even between human and artificial intelligence will occur. Still, the experts predict (on average) that by 2040 AGI will be comparable to the human intelligence.

**Artificial Super Intelligence (ASI)** is more powerful than AGI, as such intelligent system does not only perform as high as human, but even exceeds human capabilities. The point in time when the technological advance is so rapid that to

---

8 "Narrow AI," DeepAI. [Accessed on December 7, 2020].
human it appears instantaneous is referred to as singularity. AI is one of the main drivers of the singularity. Chalmers says that the idea of the singularity is that a machine will become better at designing machines than humans, which will produce a sequence of machines that will be more intelligent than their predecessors, resulting in an uncontrollable development.

The artificial narrow intelligence is nowadays widely used, while the artificial general intelligence is underdeveloped to date. As shown in the Figure 2.1, AGI is expected to be achieved by 2040. Twenty years later, researchers predict to achieve artificial super intelligence.

2.2 Artificial intelligence, machine learning and deep learning

As it often leads to confusion among people with no technical background, the relationship between artificial intelligence, machine learning, and deep learning is discussed in this section. These three terms are often used interchangeably. The following chapters also use artificial intelligence, machine learning models, and algorithms interchangeably, as it is sufficient for the scope of this work, and the distinction on that granular level is not necessary. However, there are slight differences between these concepts, as shown in the Figure 2.2.

2.2. Artificial intelligence, machine learning and deep learning

As it often leads to confusion among people with no technical background, the relationship between artificial intelligence, machine learning, and deep learning is discussed in this section. These three terms are often used interchangeably. The following chapters also use artificial intelligence, machine learning models, and algorithms interchangeably, as it is sufficient for the scope of this work, and the distinction on that granular level is not necessary. However, there are slight differences between these concepts, as shown in the Figure 2.2.

---


14 Pratul Kumar Singh in Saracco, 'Computers Keep Getting Better . . . Than Us.'

15 Ibid.
Artificial intelligence is a study of intelligent agents that are any devices that perceive their environment and take actions that maximize their chance of successfully achieving their goals. The AI scientists study ways to build intelligent systems that can creatively solve problems that normally require human cognition. Artificial intelligence is an interdisciplinary study that often draws upon computer science, mathematics, psychology, neuroscience, linguistics, and many others. Some of the typical AI problems are planning, decision making/reasoning, natural language processing, movement, and perception.

Machine learning is a subfield of artificial intelligence, and machine learning methods are ways to create artificially intelligent systems. Machine learning is based on mathematical and statistical models capable of extracting patterns from data (finite set of features of the data), learning from them, and then providing a solution to the aforementioned problems the model was trained to solve. A basic example of a machine learning task is to predict the person’s origin based on her or his name, skin color, or mother tongue. All of these attributes are called features in machine learning. Some machine learning algorithms are Linear Regression, Logistic Regression, Decision Trees, Naive Bayes, k-Nearest Neighbors, or Random Forest. A single mathematical function is also called a neuron.

Note: This work often uses the term machine learning model or simply a model. These terms refer to concrete instances of machine learning algorithms that are already trained to carry out a task and solve a machine learning problem.

Deep learning is a field of machine learning where algorithms’ goal is to solve the aforementioned problems; however, in more complex scenarios, where a finite set of features cannot be found, such as in computer vision. In a regular computer vision task, a user would be interested in classifying an object in the picture. He could describe to object, its colors, its shapes, basically every attribute of the object. However, these attributes cannot be easily interpreted by machines. Furthermore, the object’s position could be different in every picture, which would be very difficult to describe to a single machine learning model. Therefore, the deep learning introduces an approach where neurons are interconnected to form so-called neural networks. This name comes from the analogy with the human brain, as these algorithms imitate the human neural networks’ function. Examples of deep learning methods are Convolutional Neural Networks, Recurrent Neural Networks, Generative Adversarial Networks, or Deep Reinforcement Learning. The shallower layer of the network, the more basic features such as contours, corners, and colors

17 Ibid. p. 5-14.
20 Goodfellow, Bengio and Courville, *Deep Learning*, p. 3.
2.3 Seven patterns of Artificial Intelligence

Humans use AI-powered devices or software daily, often without even realizing it. From personalized news feed on social media, product suggestions in online shops, health tracking apps, to voice assistants, AI became an inseparable part of our lives. To provide an understanding of all possible use-cases of AI, seven patterns of AI can be defined, as shown in Figure 2.3.

2.3.1 Hyper-personalization

Many software systems use machine learning to develop a personalized user profile. This profile is a virtual model of each user, created based on their preferences, virtual behavior

---

22 Ibid.
patterns, and other parameters that are use-case dependent. As the system learns and acquires more information about the user, the model adapts to provide better results. The profile is then used for various purposes, such as personalized recommendations, displaying relevant content, etc. Hyper-personalization is widely used in social media platforms such as Facebook or Instagram, streaming services such as Netflix, video sharing platforms such as Youtube, or online travel agencies as Booking. All of these platforms use machine learning to adapt their products and content to every individual user.

### 2.3.2 Patterns and anomalies

Pattern recognition is an ability of a computer system to recognize patterns in provided data. Machine learning achieves good results in recognizing regularities and identifying outliers. Applications of this pattern achieve excellent results in risk and fraud detection as machine learning is based on statistical computations. The goal of such a system is to learn patterns in a specific dataset, understand the dependencies between the data points and then decide whether a new data point fits the known pattern. Such systems are useful in the social insurance field to detect whether there are any patterns in the history of sick leaves of patients; or in the banking field, where unauthorized use of a credit or debit card can be detected.

---


2.3.3 Autonomous systems

Cambridge dictionary defines an autonomous system as "a system that is able to operate without being controlled directly by humans." \(^{27}\) The goal of the autonomous system developers is to create a machine capable of solving a complex task with little to no human interaction. A precondition of this behavior is a capability to perceive the environment, predict its actions, and act in accordance with them to maximize the outcome. Many autonomous systems are already being used on a daily basis, such as smart dust cleaners, lawn trimmers, medical robots that conduct surgeries, or self-driving cars. All of these smart systems could be categorized as ANI. More advanced ones are still in development, such as the humanoid robot Atlas designed by Boston Dynamics.\(^{28}\)

2.3.4 Goal-driven systems

Building upon the capability to learn patterns from seen data, machine learning algorithms enable machines to learn rules and strategies. These strategies are then used to solve puzzles, win games or simply optimize problems such as finding the shortest path, optimizing resources. The most famous example of a goal-driven system is Deep Blue, developed by IBM. In 1997, Deep Blue defeated the former world champion in chess, Gary Kasparov.\(^ {29}\)

2.3.5 Predictive analytics

When a smart system learns a pattern from training data and understands the past, it gains the ability to predict the future output of new datapoints it has never seen before. This AI pattern is helpful for humans to make decisions based on a long history that only a computer can evaluate. These systems are often used for predicting customer behavior or stock market forecast.

2.3.6 Conversation and human interaction

Conversational AI enables humans to interact with computers naturally – with voice and in written language. Systems powered by this type of AI are also usually capable of understanding context and leading a dialog, rather than pure question-answer communication. As the user expresses their intent, the machine first translates it into a formal language, then determinates the intent, finds the proper answer, and translates it back to the natural language. Examples of such intelligent apps are voice assistants such as Amazon Alexa, Google Duplex, or various chatbots.


2.3.7 Recognition

Mostly realized by deep learning, its goal is to detect, recognize, classify or identify objects. The input data for deep learning algorithms are complex patterns such as image, video, text, or other unstructured data. Nowadays, almost every smartphone uses deep learning algorithms for biometry such as face, voice or fingerprint recognition. Recognition is also used to automate invoice processing, where neural networks extract information from unstructured business documents. An example of such software is Rossum.
Overview of the European legislation acts

As discussed in the previous chapter, for an AI model to make intelligent decisions, it first has to be trained on big training data sets, which, based on the use-case and application, often include personal information of the users. This means that the output of such a system solely depends on the quality of the training data used for machine learning. As intelligent systems learn from the collected data that mostly represent human behavior, such systems learn to mimic the human decision making.

As humans make mistakes and are often biased, a smart system learns to reproduce the bias, potentially introduces new ones, and therefore makes biased decisions after its deployment. The data itself can also be biased - Google’s algorithm observed that men are more likely to interact with job ads for high-paid jobs, and therefore, women were less likely to be shown such job ads. If no quality measures are in place, such biased system could violate the fundamental and human rights of citizens, if applied in a domain with substantial impact on citizens such as predictive policing. Predictive policing goes beyond the ability of the human mind to analyze past offenses and predict possible future patterns of crime, such as which individuals are likely to become involved in a crime or sentence severity based on profiling and probability of becoming a repeat offender.

---


such model learns from biased data, it also predicts biased decisions. Such approaches require extensive oversight and appropriate safeguards, as they may be highly prejudicial in terms of ethnic and racial backgrounds.\footnote{Committee of experts on internet intermediaries, \textit{Algorithms And Human Rights - Study On The Human Rights Dimensions Of Automated Data Processing Techniques And Possible Regulatory Implications}.}

To avoid such pitfalls in general, regardless if the traitor is a human person or a technology, the EU has a strict legal framework when it comes to human rights, data privacy, and liability. This chapter summarizes the European legislation that is relevant in the context of AI but does not explicitly address it. Firstly, human rights and corresponding legislative acts are described, including relevant rights in the context of AI (human rights that could be violated by AI). Secondly, the data and privacy protection legislative acts are discussed, as the right to privacy is a substantial part of human rights, and AI heavily depends on the data. Finally, as the AI-based systems are eventually products and someone has to be held liable for their impact, this chapter briefly discusses the product liability.

\subsection*{3.1 Human & fundamental rights}

\subsubsection*{3.1.1 United Nations - Universal Declaration of Human Rights (1948)}

After the World War I., the League of Nations was established, as the first intergovernmental organisation, to prevent future wars and conflicts between countries.\footnote{Charles Townshend, "History - World Wars: The League Of Nations And The United Nations," BBC UK, last modified February 17, 2011, \url{http://www.bbc.co.uk/history/worldwars/wwone/league_nations_01.shtml} [Accessed on December 13, 2020].}\footnote{75Th Anniversary Of The End Of World War II,’ The National WWII Museum New Orleans, \url{https://www.nationalww2museum.org/war/topics/75th-anniversary-end-world-war-ii} [Accessed on December 13, 2020].} With the World War II, the League of Nations showed to be ineffective by failing its primary purpose - maintaining the world peace. Vast majority of the countries world-wide were directly or indirectly affected by the World War II, that, in the European space, ended on May 8, 1945.\footnote{Claude Welch, 'Universal Declaration Of Human Rights: Why does it matter?' UBNow, December 17, 2015, \url{http://www.buffalo.edu/ubnow/stories/2015/12/qa_welch_udhr.html} [Accessed on December 13, 2020].} After the war, the Member States of the League of Nations rejected the idea of restoring the League, establishing the United Nations (UN) instead. Fifty governments and hundreds of nongovernmental organizations met in San Francisco on June 26, 1945, where they signed the Charter of the United Nations, a new constitutional framework of the UN that came into force on October 24, 1945.\footnote{The Statute of the International Court of Justice is integrated in the Charter.\footnote{The purpose of the United Nations is defined in Article 1 of the Charter of the United Nations as:

"To maintain international peace and security, and to that end: to take effective collective measures for the prevention and removal of threats to the peace, and for the suppression of acts of aggression or other breaches of the peace, by polesmic, economic, and other measures, including armed force, if necessary."

This is the first of four principles that form the bedrock of the United Nations Charter, the others being non-intervention in the internal affairs of States, respect for international law, and the prohibition of the use of force. The Charter also contains provisions for the peaceful resolution of disputes, the maintenance of international order, and the promotion of human rights and fundamental freedoms.}
of acts of aggression or other breaches of the peace, and to bring about by peaceful means, and in conformity with the principles of justice and international law, adjustment or settlement of international disputes or situations which might lead to a breach of the peace.\footnote{United Nations, \textit{Charter of the United Nations}, October 24, 1945, 1 UNTS XVI, Available at: https://www.refworld.org/docid/3ae6b3930.html [Accessed on December 13, 2020].}


At its founding, the UN had 51 member states\footnote{UN Membership: Founding Members, 'Dag Hammarskjöld, https://research.un.org/en/unmembers/founders [Accessed on December 13, 2020].}. To date, the UN recognises 195 sovereign states in the world, of which 193 (including all the members of the European Union) are the members of the UN. The remaining 2 sovereign states that are not members of the UN are Palestine and Vatican City\footnote{"Member States," United Nations, https://www.un.org/en/member-states/index.html [Accessed on December 13, 2020].}

Three years later after the founding of the UN on December 10, 1948 in Paris, France, the \textit{Universal Declaration of Human Rights (UDHR)} was proclaimed by the United Nations General Assembly\footnote{"Universal Declaration Of Human Rights," United Nations, https://www.un.org/en/ universal-declaration-human-rights/index.html [Accessed on December 13, 2020].}. The Declaration consists of 30 rights and freedoms, that can be split into two groups: civil and political rights, such as the right to life, the right for freedom, the right for fair trial or the right to privacy; and economic, social and cultural rights, such as the right to social security, health and education.

3. Overview of the European legislation acts

3.1.2 Council of Europe - European Convention on Human Rights (1950)

Founded after the World War II, the Council of Europe is one of the oldest and the biggest European organisation, which unifies 47 member states (including all 27 members of EU) and promotes the main principles of the Human Rights. The Council was founded by ten member states (Belgium, Denmark, France, Ireland, Italy, Luxembourg, Netherlands, Norway, Sweden, and United Kingdom) on May 5, 1949.

After the end of the World War II, the governments of the European countries were determined to ensure that tragedy of this kind would not repeat in the future. Winston Churchill, who was a prime minister of the United Kingdom during the war, delivered a speech at the University of Zurich on September 19, 1946, where he pointed out there was a need for

"...remedy which, if it were generally and spontaneously adopted by the great majority of people in many lands, would as by a miracle transform the whole scene and would in a few years make all Europe, or the greater part of it, as free and happy as Switzerland is today. What is this sovereign remedy? It is to recreate the European fabric, [...] , and to provide it with a structure under which it can dwell in peace, safety and freedom. We must build a kind of United States of Europe."

Taking in count that five years prior to Churchill’s speech at the University of Zurich the United Nations was established, there was a discussion how would it conflict with the suggested "United States of Europe", which later became the Council of Europe (CoE). According to Churchill, there was "no reason why a regional organisation of Europe should in any way conflict with the world organisation of the United Nations". On the contrary, he believed that the larger synthesis could only survive if it is founded upon broad natural groupings.

To take the first steps for the collective enforcement of the rights stated in the Universal Declaration in November 1950, the governments of European countries have agreed to form the European Convention on Human Rights. The Convention is legally binding to the member states and interpreted by the European Court of Human Rights, with the seat in Strasbourg, France.


46 Ibid.

47 "Winston Churchill, speech delivered at the University of Zurich, 19 September 1946," Council of Europe. https://rm.coe.int/16806981f3 [Accessed on December 14, 2020].

48 Ibid.


50 Ibid. Art. 19.
3.1.3 The Charter of Fundamental Rights of the European Union (2000)

European Union was officially founded in 1993, with the Maastricht Treaty coming into force.\footnote{The History Of The European Union, European Union, \url{https://europa.eu/european-union/about-eu/history_en} [Accessed on December 14, 2020].} Similarly to the previously described organisations, the first idea of creating the European Union was created after the World War II to ensure economic and social prosperity of the member countries and was preceded by the European Coal and Steel Community and the European Economic Community.\footnote{Ibid.} The European Union refers to the values of the Council of Europe as a core of its social and economic politics.

Over the time, with the changes in society in the social, technological and scientific development and the expansion of EU policies which directly affect fundamental rights, there was a need to formulate legislation act effective and legally binding in every member state of the European Union.\footnote{European Charter Of Fundamental Rights: Five Things You Need To Know, European Parliament, December 1, 2019, \url{https://www.europarl.europa.eu/news/en/headlines/society/20191115STO6607/european-charter-of-fundamental-rights-five-things-you-need-to-know} [Accessed on December 14, 2020].} This legislation act is called The Charter of Fundamental Rights of the European Union and came into effect with the Lisbon Treaty on December 1, 2009, nine years after its declaration.\footnote{Ibid.}

The Charter of Fundamental Rights of the European Union consists of 54 articles that build upon human rights and interpret these rights in a way that addresses the challenges of the modern world. As an example, human right defined in the Art. 3\footnote{UN General Assembly, \textit{Universal Declaration of Human Rights}, December 10, 1948, 217 A (III), Art. 3, \url{https://www.refworld.org/docid/3ae6b3712c.html} [Accessed on December 14, 2020].} of UDHR addresses the security of a person, whereas the Art. 34 of the Charter\footnote{European Union, \textit{Charter of Fundamental Rights of the European Union}, October 26, 2012, 2012/C 326/02, Art. 3, \url{https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A12012P%2FTXT} [Accessed on December 14, 2020].} is interpreted as social security and social assistance, and seems like it extends its Art. 6\footnote{Ibid. Art. 6.} "Right to liberty and security." Similarly, both documents address the respect for privacy and family, however, the Charter adds protection of personal data in its Art. 8, as it is a problem of the twenty-first century.\footnote{Ibid. Art. 8.}

The Charter consists of 6 chapters: Dignity, Freedoms, Equality, Solidarity, Citizen’s rights, Justice. For the relevant Articles of this Charter, refer to the Subsection 3.1.4.
3.1.4 Selected rights

All of the previously described documents are centered around human rights and therefore have many articles in common. For the brevity, this subsection selects the articles of the [CFR](https://www.eur-lex.europa.eu) that are relevant in the context of AI. These articles are also either directly mentioned in [ECHR](https://conve约定仕様書p.org) and [UDHR](https://www.un.org) or implied. Therefore, this chapter does not address articles of each act separately.

<table>
<thead>
<tr>
<th>Title</th>
<th>Article</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dignity</td>
<td>Art. 1</td>
<td>Human dignity</td>
</tr>
<tr>
<td></td>
<td>Art. 3</td>
<td>Right to the integrity of the person</td>
</tr>
<tr>
<td></td>
<td>Art. 6</td>
<td>Right to liberty and security</td>
</tr>
<tr>
<td></td>
<td>Art. 7</td>
<td>Respect for private and family life</td>
</tr>
<tr>
<td></td>
<td>Art. 8</td>
<td>Protection of personal data</td>
</tr>
<tr>
<td>Freedoms</td>
<td>Art. 10</td>
<td>Freedom of thought, conscience and religion</td>
</tr>
<tr>
<td></td>
<td>Art. 11</td>
<td>Freedom of expression and information</td>
</tr>
<tr>
<td></td>
<td>Art. 14</td>
<td>Right to education</td>
</tr>
<tr>
<td></td>
<td>Art. 15</td>
<td>Freedom to choose an occupation and right to engage in work</td>
</tr>
<tr>
<td>Equality</td>
<td>Art. 20</td>
<td>Equality before the law</td>
</tr>
<tr>
<td></td>
<td>Art. 21</td>
<td>Non-discrimination</td>
</tr>
<tr>
<td></td>
<td>Art. 23</td>
<td>Equality between women and men</td>
</tr>
<tr>
<td></td>
<td>Art. 26</td>
<td>Integration of persons with disabilities</td>
</tr>
<tr>
<td>Justice</td>
<td>Art. 47</td>
<td>Right to an effective remedy and to a fair trial</td>
</tr>
<tr>
<td></td>
<td>Art. 48</td>
<td>Presumption of innocence and right of defence</td>
</tr>
</tbody>
</table>

Table 3.1: Relevant rights in the context of AI

The AI systems are discriminatory, as described later in the case of COMPAS, the American tool used to predict the likelihood that a criminal defendant would reoffend (Subsection 4.2.3). Political participation of a citizen can be manipulated by intelligent bots that spread disinformation on social media and therefore manipulate political processes.\(^{59}\) An example of the right to privacy is a prediction of sexual orientation based on data from online dating websites.\(^{60}\) The right to freedom of expression can be violated by sentiment analysis of social media posts, and following removal of the post to make an impression on the user that there is only positive content on the platform and therefore keep the user on the platform for longer time.\(^{61}\) The streaming company Netflix was sued to include the subtitles in the movies that the company streams, to


\(^{61}\)Ibid. p. 14.
treat people with disabilities with human dignity and to integrate them.\textsuperscript{62} Later in this work, in the Subsection 4.2.2, discrimination is addressed in the hiring processes, which indirectly impacts the right to engage in work. To make the complaint procedures more efficient, companies use automated data processing to handle these complaints and to remedy the customers if they are not satisfied with the service, which could potentially violate the right to effective remedy, as an AI system cannot carefully analyze the case and take all the relevant factors into consideration.\textsuperscript{63}

\section{3.2 Data & privacy protection}

As the protection of privacy and personal data is an integral part of the previously discussed documents, this section further describes the concrete conventions agreed upon by the CoE to guarantee the right for data and privacy protection. Historically most significant legislation act is the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, also known as Convention 108. The development of the telephony systems later instigated the creation of the Directive 97/66/EC. The topic got even more relevant in the recent years, when the automated data processing became an essential part of the information systems and big data processing accompanied us in every step. The aim of this chapter is to present the history of the data & privacy protection safeguards in the European countries.

\subsection{3.2.1 Convention 108 (1985)}

With the development of the information technology and internet, data became an important component of the IT systems. Computers made it even easier to collect, process and store data. In response to the recent development back then in 1981, the member states of the Council of Europe agreed on a convention that would bind them to incorporate the data protection agenda into their domestic laws. This document was ratified four years later, in 1985, under the title Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data.\textsuperscript{64} This Convention builds upon the Human right defined in the Article 12 of the UDHR and Article 8 of the Charter of Fundamental Rights of the EU.

The Convention 108 is the first international document that enforces the protection of the individual against abuses of the personal data and unlawful processing of such data. In addition to providing standards for the collection and processing of personal data, it outlaws the processing of personal data such as "racial origin, political opinions or

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{62}Jonathan Hassell, "Netflix captions lawsuit settlement – how the perception of why you’ve improved your accessibility is vital for ROI," Hassell Inclusion, October 24, 2020, \url{https://www.hassellinclusion.com/blog/netflix-captioning-settlement/} [Accessed on January 31, 2021].
\item \textsuperscript{63}Committee of experts on internet intermediaries (MSI-NET). \textit{Algorithms And Human Rights}, p. 25.
\end{itemize}
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religious or other beliefs, as well as personal data concerning health or sexual life\(^6\) in the absence of proper legal safeguards in the domestic law\(^6\). By defining the fundamental terms in the data processing, such as personal data, automatic processing or controller, it became a basis for the upcoming regulations discussed later in this chapter.

3.2.2 Directive 97/66/EC (1997)

With the development of the telecommunications sector, equivalent level of protection of the right to privacy, with respect to the processing of personal data and the free movement of such data, the European Parliament and the Council of the European Union drafted the Directive 97/66/EC that came into force in 1997\(^6\).

In this directive, the aim is to enforce security, confidentiality of the communications, as well as define safeguards for traffic and billing data for the subscribers. Subscribers are defined as natural or legal persons who are party to a contract with the provider of publicly available telecommunication services.

3.2.3 Convention on cybercrime (2004)

Conscious of the changes brought about by the digitalisation and continuous globalisation of computer networks, and the potential risk that the computer networks could be used for committing crimes, the member states of the Council of Europe have agreed to sign the Convention on cybercrime, also known as the Budapest Convention. The Convention is the first international treaty on crimes committed via the Internet and other computer networks and came into force in 2004\(^7\).

Its main objective is to pursue a common criminal policy among the Member States aimed at the protection of society against cybercrime, such as illegal access, interception, data interference, misuse of devices or other computer-related forgery, as described in the Chapter 2 of the Convention\(^8\).

3.2.4 General Data Protection Regulation (EU) 2016/679 (2016)

The GDPR succeeded the Data Protection Directive 95/46/EC from 1995. There are a couple of differences between the two legislative acts. First, a directive sets out goals that each EU Member State must achieve, but gives the Member States the freedom

\(^{65}\) Council of Europe, Convention for the Protection of Individuals with Regard to the Automatic Processing of Individual Data, Art. 6.


\(^{68}\) Ibid. Chapter II, Section 1.
to formulate their own laws on how to reach these goals.\(^{69}\) A regulation, however, is a legislative act that is automatically effective in every Member State.\(^{70}\) Therefore, the GDPR has ensured that in every country, the same rules on the data privacy and protection apply, with no difference. This is a very useful step, as it standardizes the rules of the data acquisition, processing and storage across the European Union. The GDPR was adopted in 2016, but became enforceable two years later, on May 25, 2018.\(^{71}\)

The main idea of the Regulation is to prohibit any kind of personal data processing.\(^{72}\) The GDPR, however, sets out ten exceptions, such as explicit consent from the data subject or when the personal data are manifestly made public by the data subject.\(^{73}\) If one of the ten exceptions applies, the data processing must comply with requirements set out in the Articles of the GDPR.

The Regulation defines following terms:

**Data subject** as "a natural person who can be identified, directly or indirectly, in particular by reference to an identifier such as a name."\(^{74}\)

**Personal data** as “any information relating to an identified or identifiable natural person (‘data subject’); ... such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person;."\(^{75}\)

**Consent** as "any freely given, specific, informed and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her."\(^{76}\)

**Pseudonymisation & Anonymisation** "processing of personal data in such a manner that the personal data can no longer be attributed to a specific data subject without the use of additional information, provided that such additional information is kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed to an identified or identifiable natural person."\(^{77}\) Pseudonymized data therefore fall within the scope of GDPR, as they are reversible and the data subject is re-identifiable, as declared in GDPR Recital 26.\(^{78}\)

---


\(^{70}\)European Union, "Regulations, Directives and other acts."


\(^{72}\)Ibid. Art. 9 (1).

\(^{73}\)Ibid. Art. 9 (2)

\(^{74}\)Ibid. Art. 4(1)

\(^{75}\)Ibid.

\(^{76}\)Ibid. Art. 4 (11).

\(^{77}\)Ibid. Art. 4 (5).

\(^{78}\)Ibid. Recital 26.
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Recital specifies that personal data, that underwent anonymization, and therefore the data subject can neither directly nor indirectly be identified with such data, do not have to comply with the Regulation.

**Controller** as ‘the natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data; where the purposes and means of such processing are determined by Union or Member State law, the controller or the specific criteria for its nomination may be provided for by Union or Member State law;’

**Processor** processes the data on behalf of the data controller.

**Processing** as ‘any operation or set of operations which is performed on personal data or on sets of personal data, whether or not by automated means, such as collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, restriction, erasure or destruction;’

**Profiling** as “any form of automated processing of personal data consisting of the use of personal data to evaluate certain personal aspects relating to a natural person, in particular to analyse or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behaviour, location or movements;”

When it comes to personal data processing, the GDPR Art. 5 requests that the data must be processed lawfully, transparently and the data must be collected for specific purpose. The volumes of data must be kept minimal, only to store data that is necessary for the processing. The controller must keep the data the data accurate, and delete or rectify the data on the request of the data subject. The controller must put organisational and technical safeguards in place to protect the data.

The GDPR requires that the data controller takes appropriate actions to inform the data subject about his rights, such as right of access to the data, right to rectification of the data, right to erasure, right to restriction of processing, right to data portability, right to object to automated decision making including profiling and it is the controller’s obligation to inform the data subject of a personal data breach.

The above described transparency and the automated decision-making including profiling often collide with the main principles of the AI. Transparency cannot always be guaranteed when it comes to the applications based on artificial intelligence, especially if 'explanations' of automated decision-making are requested, as later described in the Chapter 5. This
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is due to the "black box" nature of AI. Due to its discriminative nature, as a result of learning from existing (biased) data, profiling can have negative impact on rights of the data subjects, as described in the Chapter 4.

3.3 Product liability

To create a safe environment for the consumers across the Europe, the Council of the European Communities has adopted the Product Liability Directive (85/374/EEC) in 1985. The main statement of the Directive is that the producer is fully liable for damage caused by a defect in his product, although the producer did not intend to harm. However, the injured person must prove the damage, the defect and the causality between the two. In regard to the artificial intelligence, the definition of product is not very sufficient, as product is defined as 'all movables.'

Apart from the product liability, there are two more widely used terms - strict and vicarious liability.

Strict liability is given if a manufacturer produces products that are inherently dangerous, such as chemicals or explosives. Strict liability also applies if a person owns wild animals. In such cases, there is not need to prove negligence if a consumer (or other person) is harmed.

If an entity acts on behalf of another and causes harm in course of this action, the other entity is held vicariously liable. The best example for this is an employee, that acts within the scope of his employment and unintentionally causes harm. The employer is held vicariously liable for employee’s tort.
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This chapter looks at the impact of artificial intelligence on the society. As everything has its pros and cons, artificial intelligence is no exception. Firstly, the chapter analyzes how AI can be an efficient tool to solve the world’s problems and reduce the gap between developing and developed countries. This positive impact is considered in the context of the Sustainable Development Goals (SDGs). Secondly, to provide understanding and to express the urgency for Responsible AI development, this chapter describes a couple of cases where algorithms and emerging technologies harmed the society.

4.1 AI as a tool to achieve Sustainable Development Goals

SDGs were conceived at the United Nations Conference on Sustainable Development in Rio de Janeiro in 2012, the conference aimed to produce a set of universal goals that would be adopted by all members of the UN to meet the urgent environmental, political and economic challenges we face. Three years later, the Sustainable Development Goals were adopted by all United Nations member states as a call to action to fight poverty, 
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![Figure 4.1: List of Sustainable Development Goals](image)

One of the ways to achieve these goals and solve the current global issues is to employ the emerging technologies and the latest research in the field of AI. To date, a plethora of social impact and high-tech projects and start-ups have been founded that apply machine learning models, that either directly or indirectly solve the social, political, and economic challenges. As described later in this section, it can be concluded that the role of artificial intelligence in achieving the SDGs is significant, especially if designed responsibly. Out of 169 targets across all goals, AI could help to achieve 134 targets but possibly inhibit 59 targets.

This section aims to highlight the positive impact of AI on SDGs although the author acknowledges that there is also a negative impact on them. The negative impact has been sufficiently (in terms of the scope of this work) displayed in the following section. Therefore, this chapter focuses on the positive sides by showcasing successful projects that impact the SDGs in positive terms.

SDGs are interdependent and therefore it is not possible to provide examples of projects that would address only one of the goals. Therefore, later in this section, the classification of Environmental, Economic and Social Impact proposed by Vinuesa et al. is employed instead of goal distinction of the UN.

---
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4.1. Social Impact

To increase the quality of life of people with disabilities, Hand Talk, a Brazilian company, created an app that uses AI to translate Portuguese into sign language. The app aims to help Portuguese speaking people with deafness and hearing loss to understand their counterparts in a dialogue. Another example is Microsoft’s Seeing AI and Google’s Lookout apps that enable visually impaired people to identify elements (objects, people, text, etc.) present in their environment, thanks to voice assistant powered by automatic image recognition. To help foreign families in the U.S. integrate, Talking Points has built a translation system, that fosters communication between non-English speaking parents with their children’s teachers at school.

An important indicator of life quality is the support and care for the elderly. Accenture London Liquid Studios, together with Age UK, ran a pilot of HomeCare, a companion for the elderly to assist with everyday tasks, and living independently. In this pilot, AI was applied to create a human-centered platform to provide support and assistance in areas such as health appointments, medicine reminders, grocery shopping, exercise, and staying connected with the close people.

Affordable and clean energy, also part of the Social Impact category, could be achieved by the development of smart grids, coordination of decentralized power plants, and peer-to-peer algorithmic energy trading. Platforms such as eFriends Energy, an Austria-based energy supplier, that utilizes the methods of peer-to-peer energy trading to manage the excess energy.

Artificial intelligence has a significant impact on the education, too. In developing countries, there are over 773 million people illiterate, of whom the majority is women. To address this problem in Africa, two online ed-tech platforms have been put into operation. Daptio analyzes student’s weaknesses and strengths and adjusts the online curriculum to his or her preference. A mobile learning app, Eneza Education, provides lessons and assessments to the students through web communication or SMS messages and the students can also ask teachers their questions in a live chat.

Health & well-being, the third development goal, is also constantly being worked on. Starting with mental health and suicide prevention, The Trevor Project uses sentiment
analysis and natural language processing to determine the risk of suicide in LGBTQ youth.\textsuperscript{109} To help diagnose a disease of civilization, cancer, a Harvard-based team of researchers created an AI-based technique to help oncologists identify breast cancer cells with greater precision than doctors that did not use the technique. Doctors that used the AI-technique were able to accurately identify 99.5% of cancerous biopsies.\textsuperscript{110} With nearly 1.7 million new cases of breast cancer diagnosed globally each year, this research result could help yearly from 68,000 to 130,000 more women to receive accurate diagnoses.\textsuperscript{111} Next, Powerful Medical, a Slovakia-based company, develops a solution to support doctors, primary non-cardiologists, to strengthen early diagnosis of cardiovascular diseases and competent decision making in primary care.\textsuperscript{112} Apps like this can help to even the gap and increase the healthcare quality in developing countries, as knowledgeable doctors and medical staff are rarely available.\textsuperscript{113}

### 4.1.2 Economic Impact

Writing job descriptions is not a straight-forward process as it is supposed to address a wide audience, which in the field of technology, is still dominated by men. It has been proved that the diversity in a company has a positive impact on the company’s revenues (up to 19% revenue increase),\textsuperscript{114} therefore it is in a company’s interest to address all potential applicants with relevant education, skills, or experience, regardless of their gender or other characteristics. Atlassian, a software company developing products for software development teams, used Textio, a smart text editor capable of making a job description more inclusive, increasing the percentage of women from 10% to 57% in two years.\textsuperscript{115} Employing more women in technical positions could also partially lead to reducing the pay-gap, as tech jobs are generally better paid.

### 4.1.3 Environmental Impact

To increase food security, AI is applied in the field of agriculture (precision agriculture) to improve harvest quality and accuracy. The goal of precision agriculture is to help

\textsuperscript{109}https://www.thetrevorproject.org/ [Accessed on November 18, 2020].
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4.2.1 Right to education: Government’s final grade assessment algorithm and its negative impact on

In 2019, with the outbreak of the COVID-19 pandemic, the schools around the world have had difficulties facilitating the final exams of their graduates. In many countries, the exams did not take place, e.g. no written exams in Slovakia[118] in others, the oral exams were canceled, e.g. in Austria.[119] Instead of the usual assessment approaches, the final grades were calculated based on various statistical methods. In some cases, the statistical methods showed to be accurate and accepted by the assessed students and their parents. On the other hand, some of these approaches caused a public outcry and legal actions.

In the United Kingdom, the Office of Qualifications and Examinations Regulation (Ofqual), a non-ministerial government department that regulates qualifications, exams and tests, has developed a grade estimation tool that would substitute the final exams of thousands of students that graduated in 2020.[120] Instead of examining the students knowledge, their final grades were estimated based on their previous performance and the estimated grade by their teachers. Despite fair intentions and reported discussion with relevant stakeholders, the algorithm predicted lower grades than what the teachers would expect their students to get in 39.1% cases.[121] Such approach can be considered
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profiling in terms of GDPR, as introduced in Chapter 3. Accurate prediction for A-levels was substantial, as the students in the UK apply to universities before taking the exam and obtain a conditional offer. The offer can be revoked if the final grade is lower than predicted by the student’s teacher.

The following input parameters were taken into account to calculate student’s grade per subject:  

- Statistical distribution of grades per subject and school from the three previous years.
- The rank of each student within their school, based on Centre Assessment Grade (CAG). It is the teacher’s objective judgment of the grade that the student will most probably achieve in their final exams, based on the student’s capabilities throughout their studies.
- The previous exam results for each student in question and also the students who graduated before 2020.

It has been reported that such an approach to grade prediction resulted in awarding a similar grade to a student that graduated years before the 2020 and had a similar ranking within their school. The grade is based upon the assumption that if a student scored low in the past, he or she would score low on their finals. Due to the nature of the profiling, the score is additionally discriminative in a way that it compares the student’s past to the grades of students who graduated the years before 2020, and takes the final grades of "similar" students into account.

To design such a system to provide value to the society, instead of causing harm, better decisions must be taken that result from open discussion with relevant stakeholders. It must be clear who is responsible for the result, shall it be success or failure.

Roger Taylor, the Chairman of Ofqual claimed that their “goal has always been to protect the trust that the public rightly has in educational qualifications.” As a consequence, Taylor took the responsibility and decided to step down from his position.

However, such failure of a system has a significant impact on reputation and public trust in the algorithmic systems. The failure to design the algorithm well would have certainly resulted in discrimination and indirect violation of the right to education –
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rejected offers from the universities for which the students have sufficient skills but were falsely underestimated. Evaluating students based on their profiles, rather than their real knowledge, discards their opportunity to change their future under the consideration that if a student has enough time and resources, they can prepare for the finals and outperform their grade history and decline the similarity of their results in regards to the alumni from the previous years.

Such unsuccessful grade predictions were not only made in the UK’s school system but also worldwide in the International Baccalaureate Diploma Programme.

4.2.2 Equality and right to job: Hiring algorithms preferring male candidates over female ones

It is a challenge to match open positions with candidates that are a perfect fit for a given role. It is also rarely the case that a person looks for a new job, it is approximately every 3 to 5 years (the median number of years, in general, is 4.6 years) and the job-hopping ratio is very dependent on the location, age and occupation. To reduce the time-to-hire and the cost-to-hire, it is therefore necessary to innovate also in the field of hiring, such as targeted advertisement or automatic pre-screening of the candidates.

However, as soon as the automated processing comes into place, it brings about the discrimination and certain bias. There are three well-known cases of such discrimination in the hiring process - Amazon’s tool for automatic pre-screening, Google’s targeted advertising for high paid jobs tendentially shown to men, rather than women; and an old case from the 1970s, a discriminative admission process of the St. George’s Hospital Medical School in London.

In 2014, Amazon Inc. built an in-house tool for the job applicant’s resume review, based on the natural language processing to pre-screen the candidates that would fulfill the initial criteria. This tool was rating the employees on a scale of five stars. Eventually, it came to the attention of the employees that the ratings are not gender-neutral and after extensive analysis, it was found that the training data (the data from the previous 10 years of the successfully hired people) contained hidden bias. What is now obvious, was not obvious back then, when the tool learned that the majority of the applicant are men and therefore more men were eventually a good fit and hired - and this is the decision making that the HR tools was trained to mimic.
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A similar situation had been happening for a decade in the 1970s in London, in course of the St. George’s Hospital Medical School’s admission process, until it was revealed in the late 1980s.\textsuperscript{130} It was found that the system generated lower score for women and individuals from the racial minorities, although, on the application, there were no direct information that would identify the race of the applicant. This data was extracted from the name of the candidates and their places of birth. Back then, it was usual that a woman would take some time off due to family commitments, as well as a foreigner would have difficulties with colloquial and technical terms. At that time, only 17.5\% of all the applicants would be offered a place in the cohort per year, so these two factors would be deciding factor to filter out students that would tendentially not succeed in their careers due to the aforementioned reasons.\textsuperscript{131} Later, the system would learn this pattern and reproduce it for the future decisions. After this issue was revealed, the School contacted potentially discriminated applicants and re-did the process again, resulting in some applicants getting the offer.\textsuperscript{132}

A more recent case, however not as significant, is the targeted job advertising powered and sold by Google. The researchers from Carnegie Mellon University conducted an experiment with series of fake accounts, that were identical (also in terms of the search of history) - with a single exception of the gender.\textsuperscript{133} From all the high-paying jobs, the ads were shown to the male group of the fake users 1852 times, whereas to the female group only 318 times.\textsuperscript{134} Looking objectively at this problem, this discrimination does not necessarily have to be caused by biased model or the training data (collected from the group of users where women were not interested in high-paying jobs) that Google used, but also the advertiser that paid for the targeted advertisement services could have set up the target group that indicated that male candidate would be preferred over the female ones.\textsuperscript{135}

4.2.3 Right to fair trial and due process: US’ predictive policing system biased towards citizens of African American origin

When designed properly and trained on unbiased data, the use of an evidence-based risk assessment tool in predictive policing can have a positive impact on the fairness and consistency of court decisions. Based on the machine learning fundamental feature - learning from the previously seen data and predicting outputs based on similar input characteristics - such a system could result in sentencing fairness. Similar charges under
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Similar circumstances would result in similar convictions and similar sentences. Despite this consideration, the same feature of the machine learning could result in the violation of the European Charter of Human Rights, concretely The Right for Fair Trial.

The evidence-based risk assessment tools have already been tested and put into operation. In the UK, the Harm Assessment Risk Tool for predict recidivism and foster consistency in the court’s decision making has been tested. Similar tool has been introduced in the US, causing a public discussion whether the rights of a defendant has been violated, after his request to gain access to the methodology used in the design and implementation of the algorithm has been rejected. In this case from 2016, in the state of Wisconsin, US, an evidence-based risk assessment tool Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) was used to predict a recidivism risk of the defendant, Eric L. Loomis, as a part of a pre-sentencing investigation report. The predictive tool caused controversy and resulted in the defendant filing a motion for post-conviction relief after the trial court referred to the assessment result of the intelligent system in their decision.

Mr. Loomis was charged for the following crimes, of which in (1), (2), (4) and (5) he was a Party to a Crime:

- (1) First-degree recklessly endangering safety
- (2) Attempting to flee or elude a traffic officer
- (3) Operating a motor vehicle without the owner’s consent
- (4) Possession of a firearm by a felon
- (5) Possession of a short-barreled shotgun or rifle

He admitted that he drove a car without the owner’s consent and later attempted to flee a traffic officer, but denied the other three charges. The COMPAS assessment showed that Mr. Loomis was of high risk in all three recidivism categories - pretrial recidivism, general recidivism and violent recidivism. In response, the defendant filed a motion for post-conviction relief because the court relied on a tool that allegedly "infringed on both his right to an individualized sentence and his right to be sentenced on accurate
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140 Loomis, 881 N.W.2d at 755.
141 Loomis, 881 N.W.2d at 755.
142 Ibid. at 756.
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Mr. Loomis also argued that the tool has violated his due process rights, by violating his right to be sentenced based upon accurate information (which he could not assess because of the proprietary nature of COMPAS), violating his right to individualized sentence, and that the tool is biased towards his gender.\footnote{144}

The court later rejected the arguments, stating that the gender served non-discriminatory purposes\footnote{145} and that the individualization of his sentence was guaranteed through the individual and objective approach of the judge to whom the tool was supposed to assist.\footnote{146} It was also accentuated that the judge has a full power to overrule any intelligent tool and make a decision that completely differentiates from the predicted decision.\footnote{147} This, however, is a very vague claim. The public has a belief that technology is unbiased, as it does not possess consciousness and feelings. The truth is that technology reflects the bias and beliefs of its designers and developers, whether or not they incorporate their subjective views purposely\footnote{148}. Even if striving for inclusion and objectivity in the course of development, the data sets used to train the models have their flaws and could potentially learn to discriminate certain groups of people because the algorithms observe unapparent discriminative tendencies in the training data.\footnote{149}

Independent investigative journalists at ProPublica, serving the public interest, have analyzed the COMPAS recidivism algorithm and published a report on their website.\footnote{150}

For brevity and to depict the problems of COMPAS algorithm, the following paragraph summarizes ProPublica’s findings. Their findings show certain biases in the predicted risk score of the people of color. To analyze the bias, ProPublica developed a machine learning model based on logistic regression, that took into account various demographic and socio-economic characteristics such as race, age, criminal history, future recidivism, charge degree, and gender. By adjusting the parameters to evaluate how the output changes based on the above-mentioned characteristics, ProPublica found that:

- Histogram distribution of the COMPAS decile score of the black defendants was distributed quite evenly among 10 categories - 1 (low risk) and 10 (high risk), whereas the distribution of the COMPAS decile score of the white defendants was tendentially converging towards zero as the risk category increased. In other words,

\footnote{143}{State v. Loomis: Wisconsin Supreme Court Requires Warning Before Use of Algorithmic Risk Assessments in Sentencing, p. 2.}
\footnote{144}{Loomis, 881 N.W.2d at 758.}
\footnote{145}{Ibid. at 755-58.}
\footnote{146}{Ibid. at 759-61.}
\footnote{147}{Ibid.}
\footnote{149}{Ibid.}
the highest count of the white defendants was in the lowest risk category (1), while the lowest count of the white defendants was in the highest category (10).

- Black defendants’ high-risk score was predicted false positive in 45% of the cases, while the white defendants only 23% of the cases.

- White defendants’ low-risk score was predicted false positive in 48% of the cases, whereas the black defendants were falsely predicted to be low risk in only 28% of the cases.

- Age was a significant factor, ProPublica analyzed that defendants younger than 25 years old were 2.5 times as likely to get a higher score than older defendants.

It remains for further discussion whether or not, and to what extent, a judge could be subconsciously influenced by automatic decision-making tool in the belief that a machine must be right and therefore falsely decide in accordance to the tool’s false output instead in a favour of the defendant. It is also a matter of question how the use of a tool and its reliability is communicated to a judge that has no technical background and possibly does not have an understanding of how machine learning works.
Responsible AI: Principles and challenges of its development

Objective of this chapter is to research the principles of the Responsible AI (RAI) and state of the art approaches to achieve it. Based on the previous Chapter 4, the current section concludes that there is a need for Responsible AI that adheres to the legal standards and does not hinder citizens in exercising their rights.

Responsible AI is not a new term introduced by this thesis, it has been introduced in the context of AI a couple of years ago. The leading technology companies around the world and the research community itself makes efforts to develop scientific methodologies to solve the problem on technological level. This finding is also supported by the recent approach of Conference on Neural Information Processing Systems (NeurIPS) who demanded that the researchers who submit their work also prepare a statement of their research’s impact on ethics. Additionally, Association for Computing Machinery organizes ACM Conference on Fairness, Accountability and Transparency every year since 2018.

It is worth mentioning that different authors manifest their definitions of the RAI. However, many of the reviewed definitions have several principles in common, such as transparency, trustworthiness, interpretability, and accountability.


In the first section, this chapter defines Responsible AI as a superclass of eight properties that the research community considers important to achieve responsible design, development, and deployment of the AI. In the next section, Ethical and Lawful AI is compared in terms of effectiveness. One of the biggest challenges of the RAI is to develop machine learning models that are understandable to a human observer. Therefore, we first demonstrate the urgency of understandable models and define fundamental terms in this research field. In Section 5.4, the research problems of understandable models are introduced and the scientific state of the art approaches to solve the problem are summarized. Finally, the chapter discusses the organizational approaches to achieve Transparent, Trustworthy, and Accountable AI.

5.1 Principles of Responsible AI

Although the term Responsible AI suggests that it is the machine who is responsible, it is, however, the responsibility of the machine’s creator for the development of such a system that adheres to the fundamental values and principles and ensures human well-being in a sustainable world.\footnote{Andrea Aler Tubella et al., "Governance by Glass-Box: Implementing Transparent Moral Bounds for AI Behaviour," in Proceedings of the 28th International Joint Conference on Artificial Intelligence (IJCAI-19), (Macao, China: IJCAI, 2019), \url{https://doi.org/10.24963/ijcai.2019/802}, p. 2.} To fulfill these goals, the AI should take societal, moral, and ethical values into account, explain its reasoning, provide transparency and respect values held by stakeholders with various cultural backgrounds.\footnote{Ibid.} To ensure such behavior of the systems, the creators should be held accountable and have frameworks available that guide them towards achieving Responsible AI.

After reviewing the literature, this chapter defines Responsible AI as depicted in the Figure 5.1. This work defines the principles as follows:

**Lawful** Quality of a system not to carry out tasks that are abhorrent with legal frameworks and guidelines that touch on (human) rights specified in the Chapter 3.

**Ethical** Quality of an entity to behave in correspondence to moral principles defined by the society.

**Explainable** Explainability is the extent to which a system, its reasoning, and decision making explains (that is represented in a way that it is understandable by human) on internal mechanics of a complex (deep learning) system.\footnote{Richard Gall, "Machine Learning Explainability vs Interpretability: Two concepts that could help restore trust in AI," KDnuggets, \url{https://www.kdnuggets.com/2018/12/machine-learning-explainability-interpretability-ai.html} [Accessed on January 21, 2021].}

**Interpretable** Interpretability is the extent to which the model; prediction; and cause and effect are observable by a human so that they can follow what is happening,
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and predict the output if an input changes, such as when working with decision trees.\textsuperscript{157}

**Transparent** The system exposes the information about the author, internal functioning and algorithms, intended use, business model, training data, and other relevant information that helps stakeholders understand the system, its strengths and weaknesses, to the extent that provides value to the stakeholders, but at the same time does not violate the intellectual property rights of the creators.

**Trustworthy** Quality of a system to behave expectedly, so that the users trust it and rely on it. This could be connected with the system’s accuracy and predictability of its outputs.

**Accountable** Quality of a creator of the system to take ownership for the machine’s actions and its results, in terms of putting efforts to identify possible problems and take actions to prevent them.

*Note: In the literature, interpretability and explainability are often being used interchangeably. This work, however, distinguishes between the two. To better demonstrate the difference, we provide the following example: If a person wants to make an ice cream, it is enough to follow how another person carries out this task, what is the sequence of the steps, what ingredients are used, what temperature is necessary, etc. The person is at any time capable of repeating and interpreting the process, and also to hypothesize why exactly a certain temperature or amount of the ingredients is necessary. However, if a person understands that if the temperature would be lower, the ice cream would melt, or that the ice cream would not taste well if some steps would be left out, we refer to it as explainability.*

Above defined qualities are mostly applied in the context of human behavior. As the development of intelligent systems is expected to achieve the AGI in the medium-term, these systems will become more proficient in mimicking the human brain to the extent that their decisions or behavior is indistinguishable from the human behavior, as described in the Section 2.1. If a machine’s intelligence is comparable to the intellectual capability of humans, it ought be evaluated also in regards to the aforementioned principles (and the creators ought to be held accountable for designing them this way). Although the rise of AGI is not yet happening, the topic is also relevant in regards to ANI, as analyzed in the Chapter 4.

5.2 Ethical and Lawful as a subclass of the Responsible AI

In the literature, the term Ethical AI is often discussed as an approach to design, develop, and deploy AI system in a way that mitigates the AI’s potential negative impact on society. This thesis specializes in Responsible AI and explicitly analyzes the AI in the legal context (Lawful AI), rather than researching the ethical context (Ethical AI).

The reason is that ethics is a social construct of a society or a community, and therefore it is not binding and legally enforceable. The violation of ethical or moral principles does not result in any penalty and the only outcome is public shame or rejection of the traitor in the community.

On the other hand, there is a relation between laws and ethical principles. Based on the ethical principles, the laws have been formulated. Countless number of legally binding documents, such as conventions, regulations, and directives have been created in the European Union (for further information, refer to the Chapter 3) to provide the safeguards for the citizens and to mediate the relationships among them. These documents have either been adopted in domestic laws or directly effective in the Member States. To ensure that the natural and legal persons follow the rules, the committees and the courts have been established that oversee and judge the implementation of the guidelines.

Figure 5.2 depicts a comparison of the law and ethics, regarding binding, punishment for violation, governance, and other characteristics.

Based on this fact, this work considers Ethical as well as Lawful AI a subclass of the Responsible AI, but focuses on the latter, as legal frameworks provide more efficient measures to govern the responsible design, development, and deployment of the AI than an ethical framework would.

---

5.3 Understandable: The urgency to understand black-box algorithms

As the current chapter defined in the Subsection 5.1, this work considers explainability, interpretability & transparency substantial principles of the Responsible AI. The Chapter 4 reviews the decision support systems that have been implemented as a black box, meaning that hide their internal logic to the user and how we have seen, it causes ethical issues. It is questionable how tech makers and society can trust the product powered by machine learning if they do not know the underlying rationale. This work also questions the acceptance of the society to believe in a software’s decisions, whereas in a similar situation, the same person would most probably question such decision of a human counterpart. Additionally, it has been predicted that “by 2018 half of business

---


Ibid.
ethics violations will occur through the improper use of Big Data analytics.\footnote{Ibid.}

To solve the issues, the black box models must be transformed into \textit{glass box models}, providing insights into their functioning, which can be achieved by a critical audience demanding answers to their issues (as implied from the Subsection \ref{section:4.2.1}) and by (Responsible) AI governance (as implied from the EU’s approach discussed in the Chapter \ref{chapter:6}). Enforcement of \textit{XAI} does not only depend on legal and regulatory frameworks (see Section \ref{section:6.3}), but the scientific research is an integral part of the equation, too. Lawmakers create regulatory frameworks that must be easy to implement by the tech makers, otherwise the frameworks become hard to follow or in the worst case, completely obsolete. To ensure the usefulness of the frameworks, advancement of the emerging technologies \textit{must} be taken into account and the research \textit{must} be fostered to develop strategies for explaining black boxes.

With the advantage of understanding a black box, Doshi-Velez and Kim argue that interpretability can help to assess whether other goals such as fairness (non-discrimination), privacy (sensitive data protection), reliability & robustness (good accuracy independent of input), causality (expectation that a perturbation causes a change in the output), usability (easy to operate and assists human in executing their tasks) and trust (human feels comfortable to rely on the output) are met.\footnote{Finale Doshi-Velez and Been Kim, "Towards A Rigorous Science of Interpretable Machine Learning," \textit{arXiv preprint} (2017):2, arXiv:1702.08608v2.}

The need for explanation stems from the presence of incompleteness in a problem definition.\footnote{Ibid. p. 4.} In complex problems, that cannot be formalized as a finite set of possible states, (such as creating a list of all the possible scenarios in which a system could provide unexpected outputs,) explanations play an important role in pointing out on these unforeseen states.\footnote{Ibid.}

\section*{5.3.1 Explanation and its properties}

To provide a better understanding of the topic, it is necessary to define what \textit{explanation} means. In the literature, every research group provides a different meaning of explanation, because they research the problem from different perspectives. Throughout the literature review, three main approaches were found.

The first one is that an explanation is a model itself. Linear models and decision trees are the best examples. However, it is vague to claim that \textit{all} of them are interpretable, as a simple model with hundreds of features and their weights cannot be easily comprehended by a human user, although a human can directly observe them.\footnote{Marco Tulio Ribeiro, Sameer Singh, Carlos Guestrin, "Why Should I Trust You? Explaining the Predictions of Any Classifier," \textit{in Proceedings of the 2016 Conference of the North American Chapter of the Association for Computational Linguistics: Demonstrations}, (San Diego, California, USA: ACL, 2016). \url{https://www.doi.org/10.18653/v1/N16-3020} p. 2-3.} Therefore, limitations
of human cognition should be considered.

Another common definition is that an explanation is an interface between a human user and an intelligent system that is "an accurate proxy of the decision-maker and comprehensible to human" \(^{167}\). In these terms, the word proxy is introduced to represent an entity (explanator) that is supposed to provide insights into the intelligent system’s functioning. In the research community, there is a mutual consensus that the only faithful explanation with 100% accuracy is the model itself, as defined in the paragraph above. \(^{168}\) As it is not always possible to expose the whole system (e.g. because of its complexity that would not be understandable to human), the concept of proxy is widely used.

Others define explanation in more human terms, as a "textual or visual artifacts that provides qualitative understanding of the relationship between the instance’s components (e.g. words in text, patches in an image) and the model’s prediction" \(^{169}\).

No matter which explanation definition is taken into account, the quality of the explanation can be judged based on the following properties: \(^{170}\)

- **Accuracy**: How well does the explanator predict the output? Is the explanator’s accuracy comparable to the black box accuracy?
- **Fidelity**: How well does the explanator approximate the black box model? The fidelity represents the quality of the explanation and its faithfulness to the actual decision making of the black-box model.
- **Consistency**: If the same explanator is used to generate explanations for two different black box models that were trained on the same task and the same data, the explanations should be similar and therefore these explanations are consistent.
- **Stability**: How similar are explanations generated by the explanator model for two similar outputs of the black box model?
- **Comprehensibility**: Does the user understand the explanation?
- **Certainty**: Does the explanation include the information on how certain is the black box model about its prediction?
- **Degree of Importance**: Some explanations provide weights of features’ importance. How well are the actual weights reflected in the model’s explanation?

---


\(^{169}\) Ribeiro, Singh and Guestrin, "Why Should I Trust You?" Explaining the Predictions of Any Classifier," p. 3.
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- **Novelty**: If a certain data point is new to the black-box model and very different from the previously seen data points, the accuracy and certainty are likely going to be decreased. Does the explanation reflect on this fact?

- **Representativeness**: Is the explanation global or local?

Additionally to the aforementioned properties of the explanations, some researchers assess the quality of the explanations on an observation, how well would a human explain its reasoning in comparison to an explanator model on the same task. To evaluate the quality of explanations in this regard, Phillips et. al. defined four principles of Explainable AI[^171]

- **Explanation**: a decision support system provides information and rationale regarding its output
- **Meaningful**: the provided explanation can be understood by a user addressed
- **Explanation Accuracy**: the explanation corresponds to the actual reasoning
- **Knowledge Limits**: the system only provides a decision if the confidence score of the output is above a threshold that was specified in the course of the system designs

Based on these four principles, Philips et al. put AI in comparison to a human mind and evaluate whether or not all of these principles can be fulfilled in the decision-making process of both entities. The conclusion from the research is that even a human cannot always guarantee a high quality of the above-mentioned conditions and are often unreliable. Nonetheless, human decision making can inspire "the development of benchmark metrics for explainable AI systems"[^172]

When it comes to the requirements for the model’s explanation, they heavily depend on the context in which the model is deployed, on the expected exhaustiveness of an explanation as well as on the audience. Although the models vary in terms of the context where they are deployed, common patterns in the explanations can be observed. To cluster requirements of the explanation, Doshi-Velez and Kim defined the following dimensions of the explanations[^173]

- **Global and local interpretability**: If a user understands the underlying logic and can extract the reasoning of any decision, it is referred to as global interpretability. If the internal logic of a model is unknown but the reasons for a specific decision are documented in comprehensive terms, it is referred to as local interpretability.

[^172]: Ibid.
• **Area, Severity of incompleteness:** Incompleteness can be present in e.g. the definition of input, domain, internal model structure. This incompleteness could have different severity - in autonomous driving, a user might want to know how the decision making generally works (high incompleteness, low severity), or might be interested in a particular set of inputs that would cause a car to crash (low incompleteness, high severity).

• **Time limitation:** It is important to determine what is the time constraint for a user reading and understanding the explanations, as different situations allow different time resources. In a very exact context such as predictive policing, the judge has enough time to study the reasons behind any automatic prediction. In the case of driving an autonomous car, the driver must understand quickly why the car reacts in a certain manner.

• **Nature or user expertise:** The last dimension depends on the stakeholders. In every context and situation, different people require different precision of the explanation. More experienced people might require in-depth explanations, while less experienced people might expect explanations that are shallow and easy to reads.

### 5.3.2 Explainable vs Interpretable AI

In the AI research, there are two main approaches to ensure that the reasoning of the black box systems is provided. On one side, researchers work on the interpretable machine learning models (Explainable AI) that provide explanations of the decision making of other black-box models, while being interpretable themselves and providing insights into their functioning\footnote{Phillips et al., *Four Principles of Explainable Artificial Intelligence*, p. 10.}. In other words, they develop additional AI models called *explanators*. On the other side, there is criticism of that XAI efforts. As an alternative, some researchers suggest developing algorithms, that are interpretable in the first place, so-called Interpretable AI (IAI), instead of black boxes, applying them at least for the high stake decisions, in fields such as medicine, predictive policing, social security system\footnote{Xu, *Explainable AI: A Brief Survey on History, Research Areas, Approaches and Challenges*, p. 2.}.

Anyhow, these two approaches have been subject to research since decades\footnote{Cynthia Rudin, “Stop Explaining Black Box Machine Learning Models for High Stakes Decisions and Use Interpretable Models Instead,” *Nature Machine Intelligence* 1, no. 5 (2019), https://doi.org/10.1038/s42256-019-0048-x.}. Arrieta et al. charted the rise of the XAI and IAI in terms of number of research papers with keywords 'Interpretable AI', 'Explainable AI' or 'XAI'. As depicted in their work (Figure 5.3), over the past eight years the number of research papers in the field of IAI had been increasing exponentially, until 2018/2019, when the research of XAI started dominating.
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For this work, the author assumes the term *Understandable AI* (Figure 5.1) as a sufficient keyword that represents the methods, approaches, and strategies to help human users understand the behavior of the system, its strengths and weaknesses, as well as the relation between the system’s prediction (output) and its input.

### 5.3.3 Interpretable models vs post-hoc interpretability techniques

The core difference between post-hoc interpretability techniques and interpretable models is that an interpretable model provides insights into its functioning, and does not provide an explanation (e.g. a summary of the statistically most important input features for each decision) of why a certain output was generated, they are explanations themselves.

From such an interpretable model, a human observer can comprehend the decision-making process and follow its reasoning. Interpretability is therefore better applicable in the symbolic approach to AI, while the post-hoc interpretability techniques are better applicable in the sub-symbolic AI (also known as connectionist AI).

A post-hoc interpretability technique is the application of an interpretable model to explain a black box (by approximating its output), then the black box is known as an explainable model. The quality measure of such explanator is *fidelity*. Guidotti et al. define fidelity as a measure of how good the model is in the mimicking the black-box.

---
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Figure 5.4: Trade-off between model accuracy and interpretability

The urgency to understand black-box algorithms

Model and fidelity’s quantification is expressed in terms of accuracy score.

Symbolic vs. subsymbolic approach to AI

The symbolic approach, is based on language-like representations (e.g. decision trees, logistic regression, Bayesian classifiers), while the subsymbolic (connectionist) approach, inspired by neuroscience (e.g. neural networks, deep learning).

5.3.4 Accuracy vs. interpretability trade-off

Reportedly, the key issue in understanding the black box models is that with the higher algorithm complexity and performance (e.g. deep learning, SVM) the interpretability is getting lower, as displayed in the Figure 5.4. The research of Xu et al. and Došilović
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182 Arrieta et al., Explainable Artificial Intelligence (XAI): Concepts, Taxonomies, Opportunities and Challenges toward Responsible AI," p. 31, Figure 12.
et al.\textsuperscript{184} also assumes the correctness of this figure. There is however criticism of this claim. Rudin claims that if the data is structured well and only meaningful features are considered, mostly there is no significant difference in performance between sub-symbolic and symbolic classifiers.\textsuperscript{185} Rudin also argues that in the field such as computer vision that uses deep learning heavily due to its performance, interpretability can be imbued into the models in a way that the accuracy is not compromised.\textsuperscript{186} Guidotti et al. states that to explain such predictive systems that employ images, transformations using equivalences, approximations or heuristics could be used to provide the interpretation of the model and/or the prediction.\textsuperscript{187}


\textsuperscript{185}Rudin, ‘Stop Explaining Black Box Machine Learning Models for High Stakes Decisions and Use Interpretable Models Instead,’ p. 2-3.

\textsuperscript{186}Ibid.

\textsuperscript{187}Guidotti, ‘A Survey of Methods for Explaining Black Box Models,’ p. 11.
5.4 Understandable AI as a subject of the scientific research

To understand the black box models, the research problems can be classified into the following categories:

- **Black Box Model Explanation Problem**: provides an interpretable predictor (explanator) that approximates the result of a black-box model with a high fidelity while providing insights into its functioning.

- **Black Box Outcome Explanation Problem**: provide an interpretable model that returns an output approximated to the output of the black box together with an explanation of the outcome, while it is not required to provide insights into the black box logic and does not necessarily have to be generalized to other cases (this is also referred to as local interpretability).

- **Black Box Inspection Problem**: provide an interpretable model that creates a representation (visual or textual) either for understanding the internal logic of the black box or reason why it returns certain predictions more likely than any other (and therefore is globally interpretable).

- **Transparent Box Design Problem**: provide a model which is locally or globally interpretable without any additional explainator.

If a model solves at least one of the aforementioned problems, it is "able to open a black box".\(^\text{188}\)

To solve the above-mentioned problems, Phillips et al. define the following types of explainable algorithms which address each of the research problems:\(^\text{189}\)

- **Self-Explainable Models**: these are the models that are *interpretable*, as they are mostly simple and follow logic that is implemented and therefore understandable by human.\(^\text{190}\) Following the definitions of the aforementioned problems, these models represent the Transparent Box Design Problem. An example of such a model is Linear Regression, Generalized Additive Models, Bayesian Classifiers, and Decision Trees.

- **Global Explainable AI Algorithms**: these are the models that Rudin\(^\text{191}\) and Lundberg with Lee\(^\text{192}\) refers to as models that approximate black-box models and

\(^{188}\) The content of the parabox is cited from Guidotti, 'A Survey of Methods for Explaining Black Box Models,' p. 12. (the four research problems) and p. 16. (definition of black-box opening)


\(^{190}\) Ibid.

\(^{191}\) Rudin, 'Stop Explaining Black Box Machine Learning Models for High Stakes Decisions and Use Interpretable Models Instead,' p. 4.

\(^{192}\) Lundberg and Lee, 'A Unified Approach to Interpreting Model Predictions,' p. 2.
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hereby explain it (post-hoc interpretability techniques). Following the definitions of the aforementioned problems, these models represent the Black Box Model Explanation Problem or Black Box Inspection Problem. An example of such an algorithm is SHAP.

– Per-Decision Explainable AI Algorithms: similar to the Global Explainable AI Algorithms, these also approximate a black box model and a decision that the black box model made, however this particular type of explainable AI is not required to generalize to other cases. Following the definitions of the aforementioned problems, these models represent the Black Box Outcome Explanation Problem. An example of such an algorithm is LIME.

5.4.1 Model-specific and model-agnostic

Another distinction of the XAI approaches is classified using two dimensions:

- model-specific technique: These techniques are constrained to provide an explanation to a specific model. Per se, self-explainable models are considered model-specific, as they only explain a specific class of models.
- model-agnostic technique: These techniques are applied to solve the Black Box Outcome Explanation Problem, as they take an input and a prediction of a black box model into account and generate explanation.

SHapley Additive exPlanations (SHAP) is one of the model-agnostic global interpretability models, that interprets predictions of black boxes. SHAP is a universal explanator, that combines other existing approaches - LIME, DeepLIFT, Layer-Wise Relevance Propagation, Classic Shapley Value Estimation. By combining these approaches, the authors claim that SHAP is a universal solution that addresses the problem that it is often not clear which of the existing solutions are preferable in what context.

Local Interpretable Model-Agnostic Explanations (LIME) is also a model-agnostic technique but specializes in the local interpretation of classifiers. Similar to SHAP, it provides importance values of each feature, as shown in the Figure 5.5. In this figure, a black-box model has returned a prediction of the patient’s diagnosis based on the symptoms. LIME takes that prediction and symptoms as an input and returns an ordered list of the most important features (green color) and the least important features (red
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Figure 5.5: LIME: explanation of the diagnosis prediction

color) for each explanation. Now, the doctor can make a well-informed decision and knows whether or not to trust the black box.

5.4.2 Explanations impact people’s trust in a model and trust in an explanation

Based on the explanation’s first dimension, the local and global interpretability, two levels of people’s trust in the AI can be defined - the trust in model and the trust in the explanation. The quality and accuracy of the model contribute to the user’s and developer’s trust and decision whether or not to deploy such model. Additionally, a good explanation, which is on one hand understandable to the human and of high fidelity on the other, also influences people’s trust in it and consequently the confidence they have in putting the model into operation. Analogically, an explanation of the reasoning behind a prediction can influence a user’s trust in the prediction and consequently whether or not the user takes a prediction into account in his decision making.

5.5 Vulnerabilities of understandable AI

Although Understandable AI opens the black box and therefore enable all the stakeholders that work with the machine learning model to make well-informed decision whether or not to rely on the model, it also has certain shortcomings. With high-quality explanations, the black-box model can be reconstructed. The model reconstruction stands in conflict with the confidentiality of the trade secret.


\(^{200}\) Ibid. p. 6-7.


\(^{202}\) Ibid.

Another shortcoming of explainability is that an explainable model is vulnerable to adversarial attacks.\footnote{Ian Goodfellow, Jonathon Shlens, and Christian Szegedy. “Explaining and Harnessing Adversarial Examples.” CoRR abs/1412.6572 (2015).} Adversarial attacks are attacks on the model, when the attacker either purposely or accidentally perpetuates the input data in a way that he gets targeted outputs. One example of an adversarial attack could be to manipulate the looks of an IBAN (by adding noise or inconspicuous hand-writing) before it is scan by a banking app to look like someone else’s IBAN so that the algorithm falsely identifies it. Examples of such vulnerable models are LIME and SHAP.\footnote{Dylan Slack, et al., ‘Fooling LIME and SHAP: Adversarial Attacks on Post hoc Explanation Methods,’ In Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society (AIES ’20), (New York, New York, USA:Association for Computing Machinery, 2020), \url{https://doi.org/10.1145/3375627.3375830}} The reason for that is that both of the models learn from perturbations of the input data to mimic a black box (that was trained on biased data set). Slack et al. propose a technique that hides the bias of any classifier in a way that can easily fool the two models to generate explanations that do not uncover the bias.\footnote{Ibid. p. 1.}
5.6 Transparent: Datasheets and Certificates

Apart from the algorithmic transparency that can be achieved by turning black box models into glass box models (so that their internal logic is visible to the user, as described in previous sections in this chapter), transparency can also be achieved by organizational measures. Researchers have proposed a Model Reporting approach to transparency. Others have proposed certifications of the AI. This chapter briefly summarizes both approaches.

5.6.1 Model Cards for Model Reporting

Mitchell et al. suggest that machine learning models should be deployed and published with accompanying 'datasheets'.\(^\text{207}\) Datasheets are commonly used to provide the specifications such as hardware details, contents, materials, etc., for a particular product. Such documents are not yet in use for machine learning models.\(^\text{208}\) In their research, Mitchell et al. suggest that these datasheets contain the information about the following (but not exclusively) points:

- Model Details
- Intended Use
- Factors
- Metrics
- Evaluation Data
- Training Data
- Quantitative Analysis
- Ethical Considerations
- Caveats and Recommendations

This work considers the model cards a good approach to secure transparency of the models and to provide the stakeholders with relevant information.

\(^{207}\) Margaret Mitchell et al., 'Model Cards for Model Reporting,' In Proceedings of the Conference on Fairness, Accountability, and Transparency (FAT* ’19), (New York, NY, USA: ACM, 2019), [https://doi.org/10.1145/3287560.3287596](https://doi.org/10.1145/3287560.3287596)

\(^{208}\) Ibid. p. 1.
5.6.2 AI Certification

As an alternative to the Model Cards, we found a white paper that describes the need for an AI certification system based on auditing of 6 areas of the AI models. Cremers et al. stated in the white paper that they planned to publish a Catalogue of Requirements for such a certification system in early 2020.\textsuperscript{209} Throughout the literature review, we found that the plan has been postponed to 2021, therefore we cannot analyze the certification system in this work\textsuperscript{210}. However, this could be an interesting topic for the future work. In the white paper, the authors suggest that the certification system takes the following areas into account when auditing machine learning models, which we find reasonable:\textsuperscript{211}

- Autonomy and Control
- Fairness
- Transparency
- Reliability
- Security
- Data Protection

Additionally, the auditing system is going to take into account the ethics and regulations; current research, and the advancements in the field of AI; and go through a specific test and calibration\textsuperscript{212}

The certification system is being worked on by Fraunhofer Institute for Intelligent Analysis and Information Systems in cooperation with the German Federal Office for Information Security BSI\textsuperscript{213}

Alternatively to the European approach, the World Economic Forum, AI Global, and the Schwartz Reisman Institute for Technology and Society at the University of Toronto announced the launch of an independent working group to develop a globally recognized certification program for the responsible and trusted use of algorithmic decisioning and


\textsuperscript{211}Cremers et al., \textit{Trustworthy Use of Artificial Intelligence}, p. 15.

\textsuperscript{212}Ibid.

\textsuperscript{213}Fraunhofer Institute for Intelligent Analysis and Information Systems, "Künstliche Intelligenz sicher und vertrauenswürdig gestalten – Nächster großer Schritt Richtung KI-Zertifizierung»made in Germany«."
AI on 1 December 2020. As of today, the working group did not yet publish a white paper on the further plans, as the group was announced a couple of weeks ago. Analysis of their work is a possible topic for the future work of this thesis.

5.7 Trustworthy: Study: Australian citizens’ trust in automated decision making

In Australia, the governance of the artificial intelligence is also a topic of importance. To evaluate citizens’ trust in the emerging technologies, especially the automated decision making, the Australian Human Rights Commission has conducted a study to research this issue. The Australian Human Rights Commission is a national human rights institution established under the Australian Human Rights Commission Act 1986. Its main duty is to advocate for the human rights of Australia’s citizens, undertake inquiries, intervene in court proceedings, examine enactments, and conduct educational programs and public awareness campaigns. The current section summarizes the key findings of the Commission’s research.

In the study published in July 2020, the research group asked 1058 respondents (from various socio-economic backgrounds) three central questions about their awareness of automated decision making in the governmental applications and their trust in it. The respondents were categorized into the following groups: age (18-34, 35-54, 55+), education (secondary education, professional qualification, university education), employment (paid, unpaid, retired), location (capital city/ no capital city), income (low, mid, high) and others.

5.7.1 Questions and answers

The study consisted of the following questions:

1. The Australian Government, through agencies like Centrelink and the Australian Tax Office, sometimes uses artificial intelligence technology to make decisions automatically, without a human decision-maker. This is called an automated decision. Before today, were you aware that the Australian Government sometimes makes automated decisions?
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54% of the respondents said they were aware of automated decision making in the government.

2. When the Australian Government uses a computer program to make an automated decision affecting you, like working out whether you owe money to the Australian Tax Office or Centrelink, to what extent is it important that the following 3 steps are taken?

68% of the people expressed that it is very important to them that they can object to a decision if they are not satisfied with the outcome. Almost as important as the objection, it is very important for 67% of the citizens that they obtain an explanation of why such decision has been concluded. In general, the least important was to know that the decision was made by an automated system (only 59% of the people found it very important).

3. To what extent would the following measures increase your trust in the use of artificial intelligence and automation in government decision making?

The possibility to appeal to the automated decision to a human worker would highly increase the trust in a decision for 48% of the citizens. 42% of the people claimed that it would highly increase their trust in an automated decision if all of these decisions were first approved by a human worker as well as if stronger laws and other measures were put in place to protect their human rights when automated decision making is put into operation. The least important was the option to have measures in place to prevent the government from both internally and externally share the sensitive data (only 41% of the citizens responded this measure would highly improve their trust in automated decision).

5.7.2 Findings

From this data, several implications about the citizen’s requirements can be made. The citizens require:

- explanation to possibly unlawful or unfair automated decisions
- right to object
- transparency about what entity makes these decisions
- human oversight, mostly in the cases when they would like to express their disagreement with the result
- that the government takes necessary steps to protect their rights and privacy

Looking at the distribution of the respondent’s demographic characteristics in the poll of the answers, there are several correlations that we point out (all of the later named demographic characteristics are not necessarily in conjunction with others):
Men; citizens with a university degree; citizens living in the capital city; in paid employment or retired; or with a mid to high income were more likely to claim that they are aware of the automated decision making than respondents with complementary demographic characteristics (women, no university degree, low income, ...).

People older than 55 years; people with no university degree; retired; people with low income and people not living in the capital city claimed that it is very important to them to know that the decision was made by an automated system.

Women; people over 35+ years old; with no university degree; retired or in unpaid employment; people with low to mid-income; and people living out of the capital city claim it is very important to know a reason why a certain decision was made.

Retired people; people older than 55+; and people with low income claimed it was very important to have the opportunity to object to a potentially unlawful decision made by an automatic system.

Women; people with a university degree; people with mid-income stated that they would have much more trust in such decision if it was first checked by a human worker. Interestingly, for men, it would not make much difference.

Women; older people; and people with at least a professional qualification claim that appealing to human decision-makers would increase their trust by much if the decision looked to them unfair.

Based on the above-interpreted data, this section concludes that trust in technology is not a constant that every person perceives similarly. Trust in technology and automated decisions correlates with the socio-economic characteristics of a person. People with unstable economic backgrounds and with possibly lower education degrees are more likely to have trust issues in technology and feel the need to obtain explanation and to object to a potentially unfair decision that more educated and economically more stable counterparts. However, this claim is solely based on the interpretation of the data provided by the Australian Human Rights Commission. The author outlines that a certain bias towards women and people with socially unstable economic background could theoretically be found in this data corpus.

Note: If a machine learning model would be trained on this data to predict whether a person has a low or high income, it would most probably predict low income for a person that answered that it is crucial for them to get the reasoning of a prediction.

5.8 Accountable: Liability and legal personhood for intelligent systems

The topic of accountability and legal personhood of the intelligent systems is a controversial topic and a subject of both philosophical research and political debate. This section
summarizes the current views on both topics of society.

5.8.1 Liability in the context of the emerging technologies

In the context of product liability for conventional products, it is quite easy to identify the person who is held liable for any harm. The products have to comply with specific requirements, depending on their nature, and in some cases, ex-ante certification before their launch on market is necessary. If a consumer operates the product in an expected manner compliant to the instructions of the producer but still gets harmed, the producer is held liable for this harm, although no intention to harm was present. This concept of liability is further described in the Chapter 3.

Due to the self-modifying and opaque nature of artificial intelligence, there are several issues with governing the liability for the products powered by AI. The problems with defining liability are:

- Defining AI system and its significance: To make the legislation effective, the subject which is aimed to be regulated with such legislation must be defined very clearly. In the case of the emerging technologies, it is a huge challenge to provide a concrete definition, as any universal definition would be over- or under-inclusive.\(^{218}\) If AI would be defined in general terms as an autonomous system, able to learn over time and also to self-modify, both a smart toothbrush and an autonomous vehicle would fall into the scope of such regulation, however with diametrically different significance.\(^{219}\)

- Classifying between low-risk and high-risk: To address the above-mentioned challenge, such technologies could be grouped and listed in two categories, low-risk and high-risk applications. Risk is known as a product of the probability of an occurrence of an event and the damage caused by the event.\(^{220}\) Bertolini argues that to date, there is not enough valid statistic data and methodologies that could help to formulate criteria for high- and low-risk categories.\(^{221}\)

- Victim compensation: From the point of the economic prosperity, it is also the Consumer Sales and Guarantees Directive 1999/44/EC (CSGD), among the other directives, that provides security to the consumers to buy (technology-based) products, because they know that there are high ex-ante standards required for the product to fulfill, as well as ex-post consequences, such as 2-year warranty or
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\(^{219}\) Ibid. p. 88.

\(^{220}\) Ibid. p. 88.


\(^{222}\) Bertolini, *Artificial Intelligence and Civil Liability*, p. 89.
compensation, if any damage (not caused by the consumer) occurs.\textsuperscript{223} To provide compensation, the court must identify the responsible entity for the damage, which is extremely difficult when it comes to the emerging technologies. This is the case because of the high opacity and complexity of these technologies, it is also different to identify one single point of responsibility for the litigation, and approaches to prove the evidence, due to the system’s complexity (also results from learning and self-modification)\textsuperscript{224}

- Need for narrow-tailored definition of the responsible party: To define the single entry point of litigation, there are two possible approaches. The first one, the umbrella term, (that encompasses entities, such as producer, owner, service provider, etc. and holds them all liable at the same time, and aiming to regulate technology unitarily), would require every stakeholder to insure against the same harm, that would lead to costs and efforts beyond reasonable and useful extent.\textsuperscript{225} On the other hand, technology-specific approach might be more efficient, as in different scenarios, different entities (operators of drones, users of industrial robots, deployers of AI-based services) can best identify, control, and manage risk.\textsuperscript{226}

- Compensable damages: Once the single entry point for litigation is identified (the entity that can best identify possible risk and ex-ante manage it), the damage caps should be defined in correspondence to the risk possessed by the given technology. For this, defining a damage caps across the categories of the systems powered by emerging technologies, would be insufficient and therefore it is necessary to consider each application separately, considering the nature of the harm, the rights it violates, and the number of victims.\textsuperscript{227} A smart toothbrush could damage the consumer’s teeth, but an autonomous vehicle, whose brakes do not function, could result in a disaster.

### 5.8.2 Electronic personhood as a legal concept

To date, the existing legal concepts encompass natural and juridical personhood. To be a legal person, it means the entity is entitled to rights and duties, possess properties, enter into contracts, sue and be sued, etc.\textsuperscript{228} Natural personhood is granted to any human being, without exception. Juridical personhood is a legal personhood that is granted to abstract entities, such as companies or organizations, on the request of natural persons that want to form a legally recognized group.

\textsuperscript{223}Bertolini, \textit{Artificial Intelligence and Civil Liability}, 90.
\textsuperscript{224}Ibid. p. 91.
\textsuperscript{225}Ibid. p. 92.
\textsuperscript{226}Ibid. p. 93.
\textsuperscript{227}Ibid. p. 94.
\textsuperscript{228}Bryant Smith, 'Legal Personality,' \textit{Yale Law Journal} 37, no. 3, (1928) [Accessed on January 23, 2021].
In the recent years, the discussion has emerged whether or not to give AI-based system some kind of legal status, such as electronic personhood. In one of its statements, the European Parliament used the term *electronic personhood*[^229].

Attributing legal personhood to artificial intelligence could provide some protection to the victims, especially if the dangerous behavior of the AI agents cannot be foreseen by those who operate them, especially if the agent is autonomous and displays emergent behavior[^230]. Such high-risk applications of AI could be prohibited to be put into operation unless they are certified and registered as legal persons with insurance or sufficient funds to compensate victims[^231]. If the lawmakers continue to consider AI as a tool instead of a legal entity, a possible solution to liability governance would be to relax the condition of neglect and intent, and thereby move to the strict liability for high-risk autonomous systems; or to deny the validity of the tool’s actions, which could stop the innovation[^232]. On the contrary, if an AI agent would be registered as a legal person, it would be its principal who would be held liable, which in practical terms is no different to the basic strict liability as in case of relaxing the condition of neglect and intent in the operation of AI as a tool[^233].

From the other perspective, Bertolini interprets the *electronic personhood* in two ways: as an acknowledgment of individual rights and duties of the agent, or as an equivalent of legal personhood (possibly the juridical personhood)[^234].

For the first interpretation, there is no reason to justify such step as acknowledgment of rights and duties, as any AI-based system is just a product of human intellect and does not possess such strong autonomy, that its own decision making could overrule any of the commands programmed by humans that which would allow them to pursue any goal in its way[^235]. There is always at least one person who can be held accountable for the result of the system’s behavior, as the person is in the best position to identify risks and put measures in place to mitigate them (either by technical means, organizational means or to decide not deploying the system at all)[^236].

The second interpretation is more plausible to be interpreted in the future, as it touches on the functional perspective by putting the AI-based system into equality to the juridical persons[^237]. This, however, is also only possible if precisely defined criteria are in place.

Bertolini argues that in the future, there may be many cases in which a legal personhood of AI-based systems would make sense, either by extending the scope of the juridical

[^229]: Bertolini, *Artificial Intelligence and Civil Liability*, p. 35.
[^231]: Ibid. p. 12.
[^232]: Ibid.
[^233]: Ibid.
[^234]: Bertolini, *Artificial Intelligence and Civil Liability*, p. 35.
[^235]: Ibid. p. 36.
[^236]: Ibid. p. 37.
[^237]: Ibid. p. 38.
personhood to also cover AI, or to introduce a separate legal entity - electronic personhood. The liability for AI agents is a topic that is already being addressed by some Member States. To prevent the European market from the market fragmentation due to the inconsistent policies and implementation of the existing liability directives, the European Commission should set out a legal framework to govern the liability of the autonomous systems.

Apart from the legal personhood, the concept of citizenship is another controversial topic that is a subject of political discussion. In October 2017, for the first time in history, a humanoid robot 'Sophia' has received citizenship of a country (in this case of Saudi Arabia). Many refer to this act as a political choreography (to boost the social robotics market) and to Sophia as nothing more but a sophisticated chatbot. Under the consideration of the Artificial General Intelligence or Artificial Super Intelligence, this robot is far from both of them, as it only delivers speeches that are inputted to the system before public performances. Obviously, Sophia is based on well-developed deep learning algorithms to understand the spoken word and to answer accordingly, which only makes it an advanced form of Artificial Narrow Intelligence. As long as a machine does not equal to human intelligence in general terms independent of a task, the attribution of the citizenship is redundant.

238 Ibid. p. 44.
240 Ibid. p. 45.
242 Ibid.
243 Ibid. p. 2.
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As discussed in the previous chapters, artificial intelligence is a powerful technology of significant economic and societal value. If applied in accordance with laws and following the principles of Responsible AI, intelligent systems can be used to tackle various problems, such as environmental crisis, healthcare, social inclusion. However, if the AI systems are not designed responsibly, AI can also violate human rights and cause problems, as discussed in Chapter 4.

If no safeguards are put into place, citizens can be left powerless in their fight to protect their rights while companies encounter legal uncertainty, when an autonomous system fails to behave in an expected and appropriate manner. Having different safeguards in every Member States could pose additional effort in governing the development of AI and would contribute to the Single Market fragmentation if one product has to comply with different requirements across different countries.

It is a clear goal of the European Union to become the world leader in the research and development of artificial intelligence and will push in even more in the next decades. To review how the EU plans to achieve this complex goal and to govern AI on a large scale, this chapter summarizes the steps of the EU’s institutions to prepare for the upcoming changes in society and to address the challenges brought about by AI.

6.1 Milestones of AI governance in the European Union

As the development of artificial intelligence around the world had been advancing, the European Commission concluded that, although the current legal frameworks are
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sufficient to govern state-of-the-art AI-based systems, it is necessary to review the current frameworks in dept and, if these prove to be insufficient, to the extent the existing frameworks or introduce new ones. The first announcements of the AI governance plans date to 2017, and in course of the last 3 years, the European Commission has facilitated many initiatives to review the current frameworks and identify the insufficiencies that could pose problems in the future. As a result, new guidelines, reports, and also a white paper were published to inform the stakeholders across Europe about the EU’s approach to the problem. This section summarizes the most relevant milestones (in terms of relative relevance to this work) and points out the most important findings of the European Commission in each of the published documents.

6.1.1 Background: European Council requests the Commission to set out an European approach to AI

In 2017, the European Council approved the legislative priorities for the year 2018-2019 that the European Union would focus on in the upcoming period. The European Commission formulated seven priorities, that did not directly address the governance of the artificial intelligence, however there was a mention of data protection, digital rights, and high ethical standards concerning the development of artificial intelligence. Based on the fact that in the Joint Declaration on the EU’s legislative priorities for 2017 there was no mention of artificial intelligence or robotic systems and that there is no such document available from year 2016, this chapter concludes that the year 2018 was officially the first year when the European Commission had AI governance in their agenda as a priority.

Two months before that, on 19 October 2017, the leaders of the European Council met in Brussels to discuss the approach to Digital Europe, among other topics such as defense, migration, and external relations. In this meeting, the members of the Council formulated eight points to address in the course of building digital Europe: cybersecurity; a first-rate infrastructure and communications network (5G); a future-oriented regulatory framework; digitalization in the public sector and government; combating online crime;
digital skills of the citizens; R&D investment efforts; and addressing technological trends including the artificial intelligence. All of these points are relevant in the context of the AI governance. High-speed infrastructure drives the data exchange among the intelligent systems. In the course of data exchange, cybersecurity must be addressed to protect the data. The virtual world is another place where we witness online crime and this crime should be combated. AI is a tool that can be trained to detect online fraud. By digitalizing the public sector and government, both AI-driven and simple systems perform automatic case handling and free resources.

Another relevant meeting took place on September 29, 2017, during the Tallinn Digital Summit, where "the European Council invited the Commission to put forward a European approach to artificial intelligence by early 2018." The Commission introduced the approach on April 25, 2018, as described in the Subsection 6.1.3

6.1.2 April 10, 2018: Member States declare the Cooperation on Artificial Intelligence

On April 10, 2018, twenty-three Member States of the European Union together with the UK and Norway signed a Declaration of Cooperation on Artificial Intelligence during the Digital Day 2018 in Brussels, Belgium. Throughout the year, Greece, Romania, Cyprus, and Croatia joined the initiative and also committed themselves to cooperate. The current section considers the Declaration the first international document on artificial intelligence governance in the European Union, as no other preceding documents of this kind are publicly available. The goal of the Declaration was to ensure an adequate legal and ethical framework, building on EU fundamental rights and values, including privacy and data protection, as well as principles such as accountability and transparency.

To achieve these goals, the member states agreed to:

- Provide public sector data: Work together on accessibility to the public sector data and improve the re-usability of the scientific research data that emerge from publicly funded research, as the data is a substantial factor in the AI development.

- Foster research, development and innovation in the field of AI: Allocate funds to increase the quality of the research and development in the EU and its com-
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petitiveness, modernize domestic policies to ensure that the new opportunities brought about by AI are not suppressed by laws, yet following them and to support European AI research centers & innovation hubs.

- Mitigate risks and negative impact on environment and society: Exchange the best practices in governing AI to prevent harm and violation of the EU’s values. AI is already transforming the labor market, the member states should cooperate on the measures in the education and training to prepare the citizens for the operation and use of AI systems to their benefit.

- Open discussion with other member states and the Commission: Exchange the findings and best practices related to AI and legal & ethical frameworks.

6.1.3 April 25, 2018: The Commission accepts the challenge from the Council and sets out the European AI Strategy

After the Council of Europe has challenged the Commission to work out a strategy to govern AI, the Commission announced a European Strategy on AI on April 25, 2018. In the Strategy, the European Commission states that it is necessary to develop a strategy that ensures the EU’s competitiveness in the global AI landscape, while no one [country, citizen – Ed.] is left behind in the digital transformation; and that the new technologies will be developed in correspondence to the EU’s core values, fundamental rights and ethical principles. The aim of the Communication from the European Commission is to set out the three main elements of the Strategy, which are: to boost the uptake of AI in the EU, both by public and private sector; to prepare for the socio-economic changes, such as modernization of the education systems; and to ensure an appropriate ethical and legal frameworks for AI governance. For the scope of this work, the latter is the most relevant point and is going to be discussed later in this section.

The EU, in general, has very strict rules and policies in regards to the consumer protection, product safety and liability, and personal data protection of the citizens, as introduced in the Chapter Legal. The EU pioneered the Privacy and Data Protection measures, as the first authority to put document of this impact into force. The GDPR was included as a part of the European AI Strategy, especially in regards to the automated decision making, processing, and profiling. The Commission also accentuated the citizens’ right to relevant information about the decision-making process and the logic behinds such system. The chapter later discusses the alleged "right to explanation", that has often been mentioned by the general public.
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According to the Strategy document, it is one of the key goals of the Commission to create an environment where citizens and businesses trust the technology they interact with, because they rely on the EU to provide a predictable legal environment and effective safeguards protecting citizen’s fundamental rights and freedoms. Based on this quote, there is a strong link between the concept of the RAI defined in the Chapter 5 and the goals of the EU in AI governance. Furthermore, the Commission points out the importance of Explainable AI (XAI)’s research.

Not only the understandability of the intelligent system, but also the manner of its "behavior" is to be approached by the Commission. The Commission announced that it would develop Ethics AI Guidelines that address issues such as the future of work, fairness, safety, security, social inclusion, and algorithmic transparency. These guidelines would undergo public discussion and the feedback from the academia, private sector and civil society would be implemented. This promise was fulfilled later that year, as discussed in Subsection 6.1.4.

The Commission also promised that it would review existing legal frameworks and if necessary, extend them to better address the challenges brought about by emerging technologies or to suggest new legislation, to ensure the respect of the Union’s basic values and fundamental rights. This holds especially regarding product liability and consumer protection, in the Annex to this Communication, the terms such as 'producer', 'product' and 'defect' are questioned and might be redefined to 'reflect the technological and other developments in the single market and global value chains.'

Among other points, the Commission expressed the urgency that all Member States work together on this strategy and it was also mentioned that the Commission would be working on a coordinate plan on AI with the Member States. The Cooperated Plan on AI was then later published on December 7, 2018.

The Commission acknowledges that to achieve the above-mentioned goals, consultation with relevant stakeholders (including experts, businesses, consumer organizations, trade unions, etc.) in the field of AI is necessary. To facilitate such consultation, the Commission would set up a multi-stakeholder platform, the European AI Alliance. The Alliance would be a space for sharing best practices, encourage private investments and activities related to the development of AI, the European AI Alliance has already
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organized two Assemblies, the first one June 26, 2019, and the second one on October 9, 2020.

6.1.4 June 2018: the Commission appoints the High-Level Expert Group on AI

The European Commission announced its plan to appoint a High-Level Expert Group on Artificial Intelligence (AI HLEG) on March 9, 2018, via their press release. The Expert Group is an independent advisory body to the Commission, that consists of 52 experts on AI that come from various fields, such as academia, private sector, and civil society. As stated in the press release, the Expert group’s main tasks are to advise the Commission on community building to form European AI Alliance of diverse stakeholders, develop guidelines for the operationalization of the ethical AI in compliance with the Charter of Fundamental Rights of the European Union described in the section 3.1.3 and to share their expertise in the course of implementation of the EU’s initiative on AI.

Based on the Expert Group’s deliverables, which are going to be discussed later in this chapter, AI HLEG seeks a broad public discussion with relevant stakeholders on its documents and guidelines. Public discussion enriches the meaningfulness and efficiency of the guidelines, and it is noticeable that the AI HLEG implements the feedback from the public.

**AI HLEG’s deliverables are:**

- **Ethics Guidelines on Trustworthy AI** - made public on April 8, 2019, after the first draft from December 18, 2018, and implementation of the feedback from public discussion that ended on February 1, 2019. This document sets up the requirements for Trustworthy AI and technical and non-technical methods to realize Trustworthy AI.

- **A definition of AI: Main capabilities and scientific disciplines** - made public on April 8, 2019, together with the previous document. The Definition...
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is not considered a deliverable on its own, it serves as a basis for the common understanding of the artificial intelligence in terms relevant to other four deliverables.  

- **Policy and Investment Recommendations for Trustworthy AI** - made public on June 26, 2019, without preceding public discussion\(^{272}\). The AI HLEG’s recommendations focus on research and academia; private sector; public sector and society in general. The Group accentuates the need to focus on data availability and infrastructure, skills and education, governance and regulations, and funding.

- **Assessment List for Trustworthy AI** - the final version made public on July 17, 2020, succeeding the draft included in the Ethics Guidelines on Trustworthy AI and implementation of the public discussion’s results conducted by the European Commission between June and December 2019\(^{273}\). For more information on ALTAI, refer to the Section 6.4.

- **Sectoral Considerations on the Policy and Investment Recommendations** - made public on July 23, 2020, building on the previous work Policy and Investment Recommendations for Trustworthy AI, however with a focus on health care, e-government, justice, and law enforcement, manufacturing, and industrial internet of things. There is no mention of public discussion in the document\(^{274}\).

These deliverables mostly touch on the research objective to evaluate AI’s impact on issues such as safety, transparency, accountability, environmental & social well-being, democracy, and human (fundamental) rights.

AI HLEG is not the first expert group that the Commission has set up, additionally there are High-Level Expert Group on the Impact of the Digital Transformation on EU

\(^{271}\)Ibid.  
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Labour Markets\textsuperscript{275} or European Group on Ethics in Science and New Technologies\textsuperscript{276} and many others. To ensure transparency on what expert groups advise the Commission, and who are the independent members, an exhaustive list of the expert groups has been set up and is available on the online platform of the Commission\textsuperscript{277}.

The [AI HLEG] closed its mandate as a steering group of the European AI Alliance in July 2020, however the Alliance works further on the goals declared in the Strategy, also by organizing the second AI Alliance Assembly in October 2020\textsuperscript{278}.

The relevance of the European Commission’s participation in this matter is significant, as its primary role is to propose new laws, enforce existing laws, managing EU policies, and allocating EU funding\textsuperscript{279}. By appointing the independent experts to share their knowledge on artificial intelligence, the Commission has access to the latest research and relevant (technical) details to make a well-informed decision and to formulate laws that will not only regulate the development of the emerging technologies but also provide frameworks on how to develop these technologies in a compliant way regarding the rights of the citizens of the European Union.

6.1.5 European Ethical Charter on the use of Artificial Intelligence in judicial systems and their environment December 3, 2018

To address the issue of AI deployment in the judicial systems mentioned in Section 4.2.3, the European Commission for the Efficiency of Justice (CEPEJ), a judicial body of the Council of Europe, has declared a European Ethical Charter on the use of Artificial Intelligence in judicial systems and their environment to prevent violation of citizens’ rights and freedoms\textsuperscript{280}. CEPEJ has agreed on five fundamental principles of the Charter to be followed when introducing intelligent tools into any judicial system:

- Principle of respect for fundamental rights
- Principle of non-discrimination
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\textsuperscript{280}European Commission for the Efficiency of Justice, European Ethical Charter on the use of Artificial Intelligence in judicial systems and their environment (Strasbourg, France: Council of Europe, 2018), p. 7.
• Principle of quality and security
• Principle of transparency, impartiality and fairness
• Principle “under user control”

6.1.6 November 21, 2019: Report on Liability for Artificial Intelligence and other emerging technologies

In the fall of 2019, the Expert Group on Liability and New Technologies has published a report Liability for Artificial Intelligence and other emerging digital technologies to address the new challenges that emerging technologies bring about.\textsuperscript{281} The following subsection summarizes the key findings of the Group.

The biggest challenges in the liability are brought about by complexity, opacity, openness, autonomy, predictability, data-drivenness, and vulnerability of the AI.\textsuperscript{282} The current legal framework are well established but fail to govern the AI due to the inability to allocate loss fairly and efficiently. This is because it is difficult to identify the person whose behavior caused the damage, who benefitted from the activity, who was in a position to control the risk, and had avoided the insurance costs the most.\textsuperscript{283}

Additionally to the aforementioned problems, the part of the problem is also the current legal system, as it does not provide as much security and compensation to those affected by the emerging technologies as to the ones that were victims of conventional technologies’ failure. It is also noted that the litigation costs for victims are inappropriately high and onerous.\textsuperscript{284}

The Expert Group also concluded that it is not necessary to give the intelligent systems any kind of legal personhood. The reason is that to date, all the damage can be attributed to the neglect or mistake on the side of the producer or the operator, rather than the system itself.\textsuperscript{285}

The Group states that strict liability should be applied in non-private environments and scenarios that could cause significant harm. Strict liability is also reported to be an appropriate measure to govern the liability of the person who is in control of risk management that is present in the course of emerging technologies’ operation (the operator), not only to the producer.\textsuperscript{286} The producer should be strictly liable to any defect of products powered by emerging technologies, as long as the producer is in control of software updates and hardware upgrades.\textsuperscript{287}

\textsuperscript{281} Expert Group on Liability and New Technologies, Liability for Artificial Intelligence and other emerging digital technologies (Brussels, Belgium: Justice and Consumers, European Commission, 2019).
\textsuperscript{282} Ibid. p. 32.
\textsuperscript{283} Ibid. p. 34.
\textsuperscript{284} Ibid. p. 34-35.
\textsuperscript{285} Ibid. p. 38.
\textsuperscript{286} Ibid. p. 39.
\textsuperscript{287} Ibid. p. 42.
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The last relevant point to the scope of this work is vicarious liability of the damage caused by an operator of an autonomous system. The Group showcases this in an example of an operator of an autonomous vehicle. As the operator took the risk of activating autopilot mode of such vehicle, which eventually led to a car crash, the operator is acting on behalf of the vehicle’s producer and therefore the producer is vicariously liable for the car crash. The producer is in such case responsible for the product maintenance (e.g. the software updates). This example is opposite to the case of conventional vehicles, as the operator of such vehicle has full control of the vehicle and is in control of the potential risk and carries out the maintenance, use and reparation of the vehicle.[288]


In February 2020, the Commission published a white paper in which it announced the next steps and considerations regarding the AI policymaking. The very first consideration was the definition of AI itself and the risk-assessment. When determining a regulatory framework, all terms must be precisely defined and the scope must be defined communicated. The current work of the European Commission works with the definition 'products and services that rely on AI'.[289] The first draft of the regulatory framework is due in the first quarter of 2021.[290] It is probable that the governance of AI applications will differ between low- and high-risk applications. An AI application is considered a high-risk application if it fulfills one of the following criteria:

- In sector where the system is put into operation, the nature of the activities (also without an AI system employed) poses significant risks. Examples of such sectors are healthcare, transport and energy, migration, or border controls.[291]

- Additionally to the sector, the impact of such AI application also plays a role. This point acknowledges that not only sector is decisive in the course of the risk evaluation, but also to what extent a use of an AI-based system poses risk.[292]

- The applications that directly impact fundamental rights of citizens are considered high-risk, regardless of the sector (e.g. automated recruiting systems with potential bias)

- Last formulated instance of high-risk application is biometric identification and other surveillance methods.

---

[288] Ibid. p. 35.
[291] Ibid. p. 17.

If an application fulfills one of the aforementioned criteria, it shall comply with the requirements regarding training data, data record-keeping, information to be provided, robustness and accuracy, human oversight, specific requirements for AI applications in biometric identification, and requirements for applications directly impacting human rights. These requirements are further described in the White Paper.

The future legal framework’s goal is to align the policies across Europe, as it is currently the case that some of the countries have already taken the first steps, while the others did not. As an example, the German Data Ethics Commission has proposed a five-level risk-based regulation system that would classify the AI systems in categories that require from no regulation, regulation to some extent, to complete ban.

The European Commission promises to ensure that the European AI ecosystem will be an "ecosystem of trust." The first legislative proposal is due in the first quarter of 2021.

6.2 EU’s definition of Responsible AI

What this work refers to as Responsible AI, the High-Level Expert Group defines as Trustworthy AI. To evaluate how the European Commission, through the AI HLEG, plans to govern the Responsible AI, this section summarizes the key principles of Trustworthy AI of the Group’s Ethics Guidelines and puts them into relation with the concept of Responsible AI defined in the Chapter 5.

The key principles of the Trustworthy AI are defined as lawfulness, ethics, and robustness in the AI HLEG’s Guidelines on Trustworthy AI, whereas lawful and ethical overlap with the concept of Responsible AI defined in the Chapter 5. The Lawful AI is not directly discussed in the Group’s Guidelines, as current legal frameworks apply to all the products (powered by AI) with no exception and the frameworks are legally binding. This work provides the basic overview of these legal frameworks in the Chapter 3.

The Group defines the core principles of Ethical AI as: respect for human autonomy, harm prevention, fairness, and explicable. Explicable is a direct subclass of Understandable AI defined in the Chapter 5.

The stakeholders who develop systems powered by AI should comply with the requirements such as human oversight; technical robustness and safety; transparency; privacy and data governance; non-discrimination and fairness; societal and environmental well-being; and accountability. These requirements overlap with the principles of Responsible AI in a larger extent.

---
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The Group suggests both technical and organizational methods to ensure that the systems comply with the aforementioned requirements.

**Technical methods**

The requirements for Trustworthy AI should be integrated into the system’s architecture, e.g. by defining sets of allowed and prohibited actions and states. Approaches such as privacy-by-design are already in use, and the X-by design (ethics and rule of law by design) shall be incorporated from the very beginning of the system’s development. Furthermore, the explainability methods of the black-box systems should be applied to achieve the Trustworthy AI. The Section 5.4 discusses the explanation methods in detail. Additionally, the system’s behavior should be well tested and validated beyond the scope of the traditional testing. To communicate the quality of the system in terms of the requirements for Trustworthy AI, different Quality of Service Indicators could be introduced. These indicators could measure the quality of the algorithm’s training and training data, functionality, performance, usability, reliability, security and maintainability.

**Organisational methods**

The Group suggests the application of non-technical methods, such as regulations, certifications, codes of conduct, standardization, dialogue with stakeholders, etc.

### 6.3 Explainable AI and its legal enforcement in current legislation

if artificial intelligence is employed in the context of automatic decision-making, two legally binding documents in the EU indirectly govern such application. First, it was addressed in the 1995 Data Protection Directive 95/46/EC. Twenty-three years later, the General Data Protection Regulation 2016/679 (GDPR) came into force.

To enlighten the previously stated claim, in the Data Protection Directive from 1995, there is Article 15(1) that orders the Member States to grant the right to the citizens not

---
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6.3. Explainable AI and its legal enforcement in current legislation

to be subject to a decision made by a decision support system without any (meaningful)
human intervention if such decision could "produce legal effects concerning him [the data
subject –Ed.] or significantly affects him." 306

In the Recital 41 of the Data Protection Directive (95/46 EC), the European Parliament
and the Council of the European Union, demand that the Member States implement
a regulation to enable the citizens to exercise their right of access to (personal) data
that are collected and processed. As Recital 41 notes, the data subject must be in the
position to verify the accuracy of the collected data and must be granted the right to
information of the logic behind the automatic processing. 307 The EU accentuates that
information can be provided to the extent that does not infringe the trade secret of
the concerned legal entity.

Before the GDPR came into force in 2018, the first drafts of the Regulation have been
examined by several experts especially in the context of "right to explanation" of a
decision made by any decision support system. 308

Based on Articles 13, 14, 15, and 22 of the current version of the GDPR, it is obvious
that the European Commission, the European Parliament, and the European Council
strive for transparency and accountability regarding automatic decision-making. Sandra
Watcher et. al. note that in a previous draft of the GDPR, the (Article now known as)
Article 22 contained the right to explanation: "The suitable measures to safeguard the
data subject’s legitimate interests referred to in paragraph 2 shall include the right to
obtain a human assessment and an explanation of the decision reached after such
assessment." 309 As seen in the final version of the Regulation, the part with "right to...
an explanation of the decision..." has been omitted from the Article 22 but added into
the Recital 71, which is not legally binding. With this change, the EU has decided not to
legally enforce the obligation of the controllers to ensure that explanation of any decision
based on processing must be provided. 310

To address the potential link between governance of Explainable AI (XAI) and the GDPR
and discuss the link, this work considers the following Articles of GDPR relevant to the
alleged "right to explanation":

- **Article 12 (1)** Transparent information, communication and modalities for the
  exercise of the rights of the data subject: The paragraph requires that the controller
  provides the requested information to the data subject in an understandable way,
  so that the data subject (also a child) can understand how the data is processed.

---

307 GDPR Recital 41.
308 Sandra Wachter, Brent Mittelstadt and Luciano Floridi, "Why a Right to Explanation of Automated
Decision-Making Does Not Exist in the General Data Protection Regulation," International Data Privacy
309 Ibid. p. 6.
310 Ibid.
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- **Article 13(2) point (f)** Information to be provided where personal data are collected from the data subject: As soon as the data subject provides their personal data, it is the controller’s obligation to inform the data subject that any automatic decision-making is integrated in the process, and also explain the logic behind the eventual decision made by such decision support system, including 'the significance and the envisaged consequences' of the decision.

- **Article 14(2) point (g)** Information to be provided where personal data have not been obtained from the data subject: same as the Article 13.

- **Article 15(1) point (h)** Right of access by the data subject: Similar to Article 12 and Article 13, however noting that the data subject can at any time request access to the collected data, if processed, and also have it confirmed that their data are processed employing automatic decision-making or profiling.

- **Article 22(3)** Automated individual decision-making, including profiling: In the third paragraph of this article, it is indirectly implied that the data subject should be provided with the explanation of the decision, based on the fact that in the course of contesting the decision from the side of the data subject (this right is guaranteed in the Article 22(3)), the controller should provide at least fundamental explanation of the output and the factors taken into account.

  - In the currently effective version of the GDPR, the explicit formulation of the "right to explanation" is only mentioned in the corresponding (and not legally enforceable) Recital 71 to the Article 22.

Sandra Wachter et. al. discuss the interpretation of an explanation and also the time when an explanation should be provided. They differentiate between two possibilities: prior (ex-ante) or posterior (ex-post) to the point in time when the decision was made.

The subject of the explanation can either be system functionality and/or a specific decision. System functionality describes a general functionality of the system, requirements, conditions, literally everything that is known about the system before a decision is made and can have an impact on the decision. The explanation of a specific decision is defined in their work as weights of the input features, decision rules, and rationale behind the decision.

In this work, we refer to ex-ante explanations regarding the system’s functionality as transparency (Section 5.6) and could be provided by employing Model Cards for Model Reporting. We refer to ex-post explanations of specific decisions as explanator models that approximate a black box model (see Section 5.1).

In the context of the GDPR, it appears that an explanation is required before a decision is made, implying that a data subject must obtain information about the system func-
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In the Article 15, it is implied that the explanation can be requested at any time, including ex-post explanation, which could be regarded as specific decision, expressing the need of explanator models discussed in Chapter 5.

As of 2020, with the currently effective version of the GDPR, the right to explanation is not binding and not explicitly stated in the GDPR, although the Recital 71 mentions the 'right to explanation'.

When regulating the explainability of the intelligent systems, it is necessary to understand and assess the limitations and possibilities of the explanation's accuracy and its quality. The Chapter 5 provides a summary of the state-of-the-art approaches.

6.4 Challenges in policy making of Responsible AI

The topic of AI governance is highly theoretical and the process of its implementation into practice is not straight-forward. The compliance to AI governance guidelines gets more complicated by unclear formulations, vague wording, and lack of mutual understanding between the regulator and the implementer of the concepts in question. Size of the implementing organization or the ecosystem (enterprise, startup, or academia) in which the organization can be a significant factor influencing the interpretation of the generic guidelines, corresponding to the expert resources in the organization.

As said previously, the EU did not yet publish any directive or regulation that would directly govern AI. However, the EU facilitated an extensive public discussion on this topic and brought together the experts in the field of AI to prepare documents and summarize findings of how an ideal legal framework should look like. It is expected that the EU will act upon these findings. As it is not yet possible to analyze new AI governance frameworks and their adoption by the organizations across Europe (as they are due in the first quarter of 2021), this section chooses to analyze the adoption of one of the EU’s guidelines, that are currently non-binding - the best practices of the Assessment List for Trustworthy AI (ALTAI). The goal of this analysis is to understand what are the challenges when writing general AI governance guidelines that are meant to be implemented by various stakeholders across Europe and most importantly, that they are effective.

The main assumption in this regard is that the general guidelines are often too abstract to be properly understood by small businesses or founders of start-ups that do not have the expertise in the team. On the other side, for the big enterprises, the wide formulations require cross-functional effort to be able to understand, apply and comply with the guidelines. This phenomenon is visible in the feedback paper of a startup organization and a big enterprise, which this section puts in contrast later in the analysis.
6.4.1 Background

The Trustworthy AI assessment list is considered a relevant guideline for the analysis in this work, as it is the first attempt of the High-Level Expert Group on Artificial Intelligence to guide organizations across Europe in the process of design implementation and deployment of their intelligent systems with trustworthiness in the mind. For more insights into the Group’s activities refer to the Section 6.1.4.

With the first draft presented to the European Commission in April 2019, the AI HLEG’s early version was a basis for a pilot process, where more than 350 stakeholders from the European AI ecosystem participate to provide their expert opinions and share their experience. This feedback was then incorporated and the AI HLEG presented the final version of the list in July 2020.

6.4.2 Main points of the ALTAI

In this self-assessment list, the principles of trustworthy AI are presented as a set of 63 questions, that guide the creators of intelligent systems on their path to implement their product in a compliant way so that the users will not be exposed to unnecessary risks. The Self-Assessment allows organizations developing intelligent systems to self-assess their approach to seven crucial topics concerning trustworthy AI and these are:

- Human agency and oversight (impact on fundamental rights, interference with human capabilities, appropriate level of human control)
- Technical robustness and safety (resilience to attack and security, fallback plan and general safety, reliability and reproducibility)
- Privacy and data governance (respect for privacy and data protection, quality and integrity of data, data governance)
- Transparency (traceability, interpretation of the outcomes, communication of the purpose, reasoning, and other relevant characteristics of the system)
- Diversity, non-discrimination and fairness (unfair bias avoidance, accessibility and universal design, stakeholder participation)
- Societal and environmental well-being (sustainable and environmentally friendly AI, social impact, impact on society and democracy)
- Accountability (auditability, minimizing and reporting negative impact, documenting trade-offs, ability to redress)

313 European Commission, ‘Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment.’
314 Ibid.
The Self-Assessment list is available in form of an online questionnaire as well as a document published on the webpage of the European Commission. The list consists of the majority of closed-answer questions (yes/no) and a couple of open-ended answers that offer more room for reflection.

### 6.4.3 Evaluation of the ALTAI draft by pilot organizations

To identify the challenges of the design of such document, this chapter summarizes the feedback from 5 different organizations - Microsoft (Corporate, External Legal Affairs team in Brussels), Google, OpenAI (Policy team), UC Berkeley Center for Human-Compatible AI and Allied for Startups. These organizations represent three different environments - academia, enterprise, and startups. To gain a better understanding of the current subsection and the feedback, the author of this work suggests that the readers first read through the Trustworthy AI assessment list.

This section’s research goal is to understand the relevant requirements that the AI organizations have on guidelines and frameworks of this nature. Hence, this section purposely analyzes the feedback on the self-assessment list’s initial draft, instead of the final version. The author of this work emphasizes that AI HLEG has implemented most of the later-discussed improvement suggestions in the self-assessment list’s final version. The author appreciates the AI HLEG’s effort to prepare a guideline to help organizations to design better AI. This analysis is non-exhaustive, as the feedback from only five organizations was analyzed. In-depth analysis of all companies’ responses and

---
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evaluating the implementation of the companies’ suggestions in the AI HLEG’s final list is beyond the scope of this work.

**Positive feedback**

In general, the reviewing organizations agree that the list is a helpful starting point for these companies, that did not yet take steps to implement and deploy responsible AI. In particular, some authors of the reviews stated that they would appreciate such a list as guidance, rather than a regulatory mechanism. All companies show appreciation towards the European Commission for taking over such a challenging task as to operationalize trustworthy AI and to make an effort to guide the European companies on how to achieve it. The reviewers also understand the difficulty of writing a comprehensive document that should be applicable in different contexts and applications, and therefore offer to share their research and findings from their experience on a quest to achieve trustworthy AI.

**General improvement suggestions**

Notwithstanding the positive feedback, there were several issues in communicating the purpose of the list and which stakeholders (developers, deployers or designers) the list targets within a reviewed organization. The problem of the unclear purpose was underlined by both, Google and Microsoft. In particular, it was unclear whether the list serves as a best practice guide fostering the AI developers’ reflection on the topic or as a part of a mandatory legal framework.

Additionally, the Microsoft’s team would appreciate stakeholder distinction in the questions for which such distinction might be relevant. This information would help the employees to better distribute the questionnaire to the responsible experts within the company, as the reviewers stated that the list required a big cross-functional effort and that it is unlikely that a single person has expertise in all of the touched topics (such as human rights, product development or social science). This point is especially relevant for smaller companies and startups and was confirmed by Allied for Startups, too.

Additionally, the sequence of the questions and the structure of the list was not ideal. As seen in the subsection 6.4.2, the questions in the list are grouped thematically into seven units. Instead, Microsoft’s team would find it more useful, if the questions were grouped according to the development phases - design, implementation, and deployment. This point was also mentioned in the Allied for Startups’ feedback.

To make this self-assessment list of use for entrepreneurs, questions should be formulated in ways that lead to concrete actionable items to implement to achieve trustworthy AI. This is currently not the case, the questions are mostly close-ended and do not provide many insights into the AI governance of the European companies.

**Quality of the answers**
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Abstract sentences and inconsistent wording posed a challenge for the interpretation of the questions and their goal. For the clarity of use, Microsoft would welcome it if the European Commission provided resources such as links to the relevant definitions and practical examples incorporated in the list. Furthermore, the questions are considered overly general, as they also apply to the fields of technology other than artificial intelligence. According to the Microsoft’s team, it would be more appropriate to focus only on AI-related questions and cover other topics in documents relevant to them. Additionally, Allied for Startups pointed out that it is of high importance for the entrepreneurs that the questionnaire is designed as specific as possible, and agrees with Microsoft’s point on keeping the questions AI-related rather than related to the product design.

Google’s team also noted that it was difficult to estimate the expected granularity of the answers. Especially regarding the questions on safety and resilience, Google wrote that the company had set up a department to focus on trust and security issues, however, they were not sure whether to write about concrete the department’s measures that ensure compliance to the guidelines or mentioning the department "was enough". Furthermore, the questions do not enforce objective self-assessment. This fact could result in answers based on personal opinions of the employee rather than an objective reflection depicting the state of affairs in the company. This is the case with the question "Does the AI system enhance or augment human capabilities?", among other questions in the questionnaire, different people would provide different judgment.

Findings

Piloting the Ethics Guidelines for Trustworthy AI was a successful initiative, in which over 350 stakeholders took part and shared their opinions and findings. The most relevant takeaways from this analysis are:

- Communicate vision: communicate, what is the purpose of the document, how it is supposed to help and to whom is it addressed.
- Avoid abstract terms: Consistency in wording, concrete examples, and links to further materials and definitions, if a guideline tackles terms, that are not generally well-known.
- Provide action items: the guidelines should lead to concrete action items that the organizations can take to reach trustworthy AI.
- AI-centricity: a guideline of this kind should tackle exclusively artificial intelligence and its development, rather than product design or topics that apply to other technologies. The sequence of questions should be following the development cycle of the AI system, rather than thematically grouped.
- Communicate expectations: it must be clear what is the expected granularity of the answers and what is the goal of each point in the guideline.

Microsoft
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- Ensure objectivity: If asking questions that require reflection of the employee on a specific aspect of the internal AI governance they must contain concrete quality indicators to ensure that the answers are not based on opinions and are respondent-dependent.
Summary

To get the best out of the artificial intelligence, it should be developed with responsibility in mind throughout the whole product development life-cycle. This work has reviewed possible use cases of the artificial intelligence and introduced the existing legal frameworks that indirectly govern the development of the AI to date. These are the Charter of Fundamental Rights of the European Union, which is based on the Universal Declaration of Human Rights and has much in common with the European Convention on Human Rights. One of the human rights is the right to privacy, which is addressed by the Convention 108, Directive 97/66/EC, Convention on cybercrime and Data Protection Directive 95/46/EC, which was succeeded by the General Data and Privacy Regulation two years ago.

Society still faces social, environmental, and economic issues, which widen the gap between developed and developing countries. To address these issues, the United Nations has declared Sustainable Development Goals that tackle the aforementioned problems. If applied irresponsibly, the technology can cause harm to its users and society as such. To guide the design, development, and deployment of the artificial intelligence, the concept of Responsible AI has been introduced. Key principles of the Responsible AI development are understandability (incl. transparency, explainability, interpretability), lawfulness, ethics, trustworthiness, and accountability. Understandability is a large research field, also referred to as Explainable or Interpretable AI. The AI systems often represent a black-box to their users, with no explanation about the reasoning behind the system’s decision. To provide these explanations, another machine learning model can be used to approximate the black-box’s decision, such as LIME or SHAP, which also provide insights into the decision criteria and conditions. To achieve the user’s trust in the technology, it must be clear who is liable for the system’s failure, and the technology must comply with legal and ethical principles and appear trustworthy in terms of the accuracy of its outputs. The system must be presented transparently. To address transparency, some researchers suggest issuing datasheets or certificates to the machine learning systems.
similar to other goods on the market. Studies show that the trust in technology varies across the demographics.

The governance of Responsible AI can be achieved efficiently if done on a large scale, in the form of a new regulatory framework of the European Commission. Some Member States have already taken the first steps to govern the design, development, and deployment of AI, while others did not. Such inconsistency could infringe the single market of the EU. The European Commission is aware of this inconsistency and has already taken the first steps to put together the relevant stakeholders and experts in the field to evaluate the existing legislation acts. By having these knowledgeable stakeholders at its disposal, the European Commission has the necessary resources to make well-informed decisions and extend the current frameworks or propose new high-quality regulatory frameworks on AI.

The current liability frameworks govern AI, but they are not ideal in addressing the uncertainty when brought about by AI. The European Commission acknowledges that changes might be necessary. Legal personhood for AI is considered one of the strategic steps to govern the liability. However, some experts argue that legal personhood is not yet necessary, and further discussion of experts must take place.

Setting up the High-Level Expert Group on AI, among other initiatives, resulted in the creation of guidelines on trustworthy AI that stakeholders can follow throughout the development of their smart systems. The AI HLEG defined the set of requirements for Trustworthy AI as a combination of human oversight; technical robustness and safety; privacy and data governance; transparency; fairness and non-discrimination; societal and environmental well-being; and accountability.

Creating guidelines on AI governance is not an easy task, especially when addressing a wide audience with a different understanding of this topic throughout different ecosystems. General guidelines should communicate their goal, provide equal understanding of discussed concepts to the broad audience, which might come from diverse professional backgrounds, provide concrete action items that guide the audience towards Responsible AI governance with responsibility in mind, as well as provide objective indicators to help stakeholders evaluate their current approach.

If the European Commission takes all these guidelines, feedback from the Expert Groups and AI Alliance, and requirements for Responsible AI into account when creating the new legal frameworks on AI, the European Union might not only be the world pioneer in the data and privacy protection governance, but also become the pioneer in creating an 'AI ecosystem of trust and excellence,' as set out in its White Paper on Artificial Intelligence.
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